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The construction of decision trees is a commonly used and easily applied way of super-
vised learning. The aim is the prediction of a binary target variable on the basis of many
predictor variables. This technique divides the �eld of predictors getting the target vari-
able more and more homogeneous along the resulting partition. We modi�ed the CART
algorithm developed by Breiman et al. [1], improving with a stochastic search on the set
of decision trees applying the Markov Chain Monte Carlo method. It was �rst proposed
in a Bayesian framework by Chipman et al. [2].
We prove sharp rate of convergence for the Markov chain behind the algorithm. Namely,
we show that cn log n steps are su�cient to reach the target distribution, where n is the
number of the nodes in the corresponding decision tree. The technique of the proof is
based on powerful estimation of the second largest eigenvalue developed in [3], [4] and [5].
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