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About the course

About the course

1 Day 1 (Morning)

Why GAMLSS?
Introduction to the R packages, Diagnostics and Algorithms
Practical

2 Day 1 (Afternoon)

The gamlss.family distributions (Continuous, Discrete and Mixed
distributions)
Practical

3 Day 2 (Morning)

Additive terms (linear, smoothing and random effects)
Practical

4 Day 2 (Afternoon)

Model selection
Centile estimation
Practical
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About the course

Information
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Motivating examples The Dutch boys data

The Dutch boys data

BMI : the BMI of 7294 boys

age : the age in years

Source: van Buuren and Fredriks (2001)
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Motivating examples The Dutch boys data

The Dutch boys data: statistical challenges
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Motivating examples The Dutch boys data

The Dutch boys data: Histograms by age
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Motivating examples The Dutch boys data

The Dutch boys data: centile estimation

0 5 10 15 20

15
20

25
30

35

age

BM
I

Centile curves using BCT

Stasinopoulos et al. Flexible Regression and Smoothing: 2016 8 / 43



Motivating examples The Dutch boys data

The Dutch boys data: centiles
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Motivating examples The Munich rent data

The Munich rent data

R : the monthly net rent for flats in the city of Munich.

Fl : the floor space area in square meters

A : year of construction

loc : whether the location is below, 1, average, 2, or above
average 3

H : two level factor indicating whether there is central heating,
(0), or not, (1).

Source: Munich rental guide 1993
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Motivating examples The Munich rent data

The Munich rent data

40 60 80 100 120

0
50

0
15

00
25

00

Fl

R

1900 1920 1940 1960 1980

0
50

0
15

00
25

00

A

R

0 1

0
50

0
15

00
25

00

H

R

1 2 3

0
50

0
15

00
25

00

loc

R

Stasinopoulos et al. Flexible Regression and Smoothing: 2016 11 / 43



Motivating examples The fish species data

The fish species data

fish : the number of different species in 70
lakes in the world

lake : the lake area

Source: Stein and Juritz (1988)
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Motivating examples The fish species data

The fish species data
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Motivating examples A stylometric application

A stylometric application

64 observations

word : is the number of times a word appears in
a single text

freq : the number of different words which occur exactly
word times in the text

Source: Prof. Mario Cortina-Borja
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Motivating examples A stylometric application

The stylometric data
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Motivating examples A stylometric application

What we need for modelling the above data?

We need

flexible distributions for the response variable

to be able to deal with heterogeneity in the data

to be able to model skewness and kurtosis

to be able to model overdispersion in count data

We need modelling all the parameters of the distributions

flexible functions to model the relationship between the parameter of
the distribution and the explanatory variables
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Motivating examples A stylometric application

The Munich rent data
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Motivating examples A stylometric application

The Munich rent data: Linear model

Model assumptions

y
ind∼ N(µ, σ2).

µ = Xβ

Estimation

β̂ = (X>X)−1X>y

σ̂2 =
ε̂>ε̂

n
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Motivating examples A stylometric application

The linear model assumptions
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Motivating examples A stylometric application

The Munich rent data: Linear model
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Motivating examples A stylometric application

The Munich rent data: LM residuals plot
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Motivating examples A stylometric application

The Munich rent data: Generalised Linear Model

The model

y
ind∼ ExpFamily(µ, φ)

g(µ) = Xβ.

The exponential family

fY (y ;µ, σ) = exp

{
yθ − b(θ)

φ
+ c(y , φ)

}
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Motivating examples A stylometric application

The Munich rent data: GLM fit
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Motivating examples A stylometric application

The Munich rent data: GLM and GAIC
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Motivating examples A stylometric application

The Munich rent data: GLM residuals plot
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Motivating examples A stylometric application

The Munich rent data: Generalised Additive Model

The model

y
ind∼ ExpFamily(µ, φ)

g (µ) = Xβ + s1(x1) + . . .+ sJ(xJ)
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Motivating examples A stylometric application

The Munich rent data: GAM commands
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Motivating examples A stylometric application

The Munich rent data: GAM term plot
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Motivating examples A stylometric application

The Munich rent data: GAM summary
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Motivating examples A stylometric application

The Munich rent data: GAM drop one term
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Motivating examples A stylometric application

The Munich rent data: GAM worm plot
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Motivating examples A stylometric application

The Munich rent data: Mean and dispersion additive
models

The model

y
ind∼ D(µ,σ)

g1 (µ) = X1β1 + s11(x11) + . . .+ s1J1(x1J1)

g2 (σ) = X2β2 + s21(x21) + . . .+ s2J2(x2J2)
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Motivating examples A stylometric application

The Munich rent data: MADAM commands
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Motivating examples A stylometric application

The Munich rent data: MADAM term plot for σ
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Motivating examples A stylometric application

The Munich rent data: MADAM worm plot
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Motivating examples A stylometric application

The Munich rent data: GAMLSS

The model

y
ind∼ D(µ,σ,ν, τ )

g1 (µ) = X1β1 + s11(x11) + . . .+ s1J1(x1J1)

g2 (σ) = X2β2 + s21(x21) + . . .+ s2J2(x2J2)

g3 (ν) = X3β3 + s31(x31) + . . .+ s3J3(x3J3)

g4 (τ ) = X4β4 + s41(x41) + . . .+ s4J4(x4J4)
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Motivating examples A stylometric application

The Munich rent data: GAMLSS assumptions

6 8 10 12 14 16 18

5
10

15

x

y

Stasinopoulos et al. Flexible Regression and Smoothing: 2016 37 / 43



Motivating examples A stylometric application

The Munich rent data: GAMLSS commands
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Motivating examples A stylometric application

The Munich rent data: GAMLSS worm plot
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What is GAMLSS?

What is GAMLSS?

GAMLSS: are semi-parametric regression type models.

regression type: we have many explanatory variables X and one
response variable y and we believe that X→ y

parametric: a parametric distribution assumption for the response
variable,

semi: the parameters of the distribution, as functions of explanatory
variables, may involve non-parametric smoothing functions

GAMLSS philosophy: try different models

GAMLSS is a generalisation of GLM and GAM models.
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Conclusions

Conclusions

GAMLSS is a very flexible statistical model

It is a unified framework for univariate regression type of models

Allows any distribution for the response variable Y

Models all the parameters of the distribution of Y

Allows a variety of penalised additive terms in the models for the
distribution parameters

The fitted algorithm is modular, where different components can be
added easily

it can easily introduced to students since it relies on known concepts

It deals with overdispersion, skewness and kurtosis
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Conclusions

This is a collaborative work: A list of people who help
with the R implementation

present past

Vlasios Voudouris Popi Akantziliotou
Paul Eilers Nicoleta Mortan
Gillian Heller Fiona McElduff
Marco Enea Raydonal Ospina
Majid Djennad Konstantinos Pateras
Fernanda De Bastiani
Luiz Nakamura
Daniil Kiose
Andreas Mayr
Thomas Kneib
Nadja Klein
Abu Hossain
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Conclusions

There are lot more to be done

the END
for more information see

www.gamlss.org
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