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Abstract: In this paper we assume that the life time of a test unit follows
a log-logistic distribution with known scale parameter. Tables of optimum
times of changing stress level for simple step-stress plans under a cumulative
exposure model are obtained by minimizing the asymptotic variance of the
maximum likelihood estimator of the model parameters at the design stress
with respect to the change time.

Zusammenfassung: In diesem Aufsatz wird angenommen, dass die Lebens-
dauer einer Testeinheit einer log-logistischen Verteilung mit bekanntem Ska-
lenparameter genügt. Tabellen für die optimalen Zeitpunkte eines Wechsels
des Belastungsniveaus für einfache step-stress Pläne unter einem kumulativen
Expositionsmodells erhält man durch Minimieren der asymptotischen Vari-
anz des Maximum Likelihood Schätzers der Modellparameter zur zulässigen
Spannung bezüglich der Wechselzeit.
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1 Introduction
The log-logistic distribution arises in a variety of fields. The special features of this distri-
bution together with its relation with the logistic distribution allowed to use it as a model
in various real life applications.

Accelerated life tests are used to quickly obtain information on the life time distribu-
tion of products by testing them at higher than nominal levels of stress to induce early
failures. One way of applying stress to the test units is a step-stress scheme which allows
the stress of a unit to be changed at specified times. Nelson (1980) described this impor-
tant type of accelerated life test. In step-stress testing, a unit is placed on a test at an initial
low stress, if it does not fail in a predetermined time τ , stress is increased. If there is a
single change of stress, the accelerated life test is called a simple step-stress test.

The cumulative exposure model defined by Nelson (1990) for simple step-stress test-
ing with low stress X1 and high stress X2 is

G(t) =

{
G1(t) , t ≤ τ ,
G2(t− τ + s) , t > τ ,

where Gi(t) is the cumulative distribution function (cdf) of the failure time at stress Xi, τ
is the time to change stress, and s is the solution of G1(τ) = G2(s).

In the literature, Miller and Nelson (1983) obtained the optimum simple step-stress
accelerated life test plans for the case where the test units have exponentially distributed
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life times. Bai, Kim, and Lee (1989) extended the results of Miller and Nelson (1983)
to the case of censoring. Khamis and Higgins (1996a) obtained the optimum 3-step step-
stress using the exponential distribution. Khamis and Higgins (1996b, 1998) proposed a
new model known as KH model for step-stress accelerated life test as an alternative to the
Weibull cumulative exposure model. Alhadeed and Yang (2005) obtained the optimum
design for the lognormal simple step-stress model. Xiong (1998) presented the inferences
of parameters in the simple step-stress model in accelerated life testing with type two
censoring. Xiong and Milliken (2002) studied statistical models in step-stress accelerated
life testing when stress change times are random and obtained the marginal life time
distribution for test units. Nonparametric approaches for step-stress testing have been
proposed Schmoyer (1991). Al-Haj Ebrahem and Al-Masri (2007a) obtained optimum
design for the log-logistic simple-step stress plan by minimizing the asymptotic variance
of the maximum likelihood estimator of a given p-quantile of the life time distribution.
Al-Haj Ebrahem and Al-Masri (2007b) obtained the optimum simple-stress plans for Log-
logistic distribution when a prespecified censoring time is introduced. For more details
see Chung and Bai (1998), Gouno (2001), Xiong and Milliken (2002).

In this paper we obtain tables of optimum times of changing stress levels under a log-
logistic cumulative exposure model for a wide range of values of the model parameters.
The paper is organized as follows: model and assumptions are described in Section 2,
optimum test plan and maximum likelihood estimators of the model parameters are de-
rived in Section 3, conclusions and tables of optimum times of changing stress levels are
presented in Section 4.

2 Model and Assumptions

The cdf of a log-logistic distribution with parameters µ and σ is

G(t) = Ψlogis

(
log(t)− µ

σ

)
, 0 < t < ∞ , (1)

where Ψlogis(h) = 1/(1+e−h) is the cdf of the logistic distribution with µ = 0 and σ = 1.
We make the following assumptions:

1. Under any stress the life time of a test unit follows a log-logistic distribution with
known scale parameter σ.

2. Testing is done at two stresses X1 and X2, with X1 < X2.

3. The relationship between the mean of the log life time µi and the stress Xi is µi =
β0 + β1Xi, where β0 and β1 are unknown parameters to be estimated from the test
data. This relationship holds for design stresses between X0 and X2.

4. The lifetimes of test units are independent and identically distributed.

5. All n units are initially placed on low stress X1 and run until time τ when the stress
is changed to high stress X2. At X2 testing continues until all remaining units fail.
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It is easy to verify that the log-logistic cumulative exposure model for simple step-stress
is

G(t) =





Ψlogis

(
log(t)−µ1

σ

)
0 < t ≤ τ ,

Ψlogis

(
log(t−τ+τeµ2−µ1 )−µ2

σ

)
τ < t < ∞ .

(2)

Let Y = log(T ) then the cumulative exposure model and the corresponding probability
density function (pdf) of Y are

G(y) = Ψlogis(φi) , y ∈ <i (3)
g(y) = ηi(y)ψlogis(φi) , y ∈ <i , (4)

for i = 1, 2, where

<1 = (−∞, log(τ)] , <2 = (log(τ),∞) ,

φi =
log(ξi)− µi

σ
, ξi = ey − (i− 1)δ ,

δ = τ(1− eµ2−µ1) , µi = β0 + β1Xi , ηi(y) =
ey

σξi

.

In expression (4), ψlogis(h) = e−h/(1 + e−h)2 is the pdf of the logistic distribution with
µ = 0 and σ = 1.

Note that we can use an alternative expression for ψlogis(h) in terms of hyperbolic
secant, since we can write

ψlogis(h) =
1

(eh/2(1 + e−h))
2 =

1

(eh/2 + e−h/2)
2 .

Now, the hyperbolic cosine is defined as cosh(h/2) = (eh/2 + e−h/2)/2, thus

ψlogis(h) =
1

(2 cosh(h/2))2
.

Since the hyperbolic secant is defined as sech(h/2) = 1/ cosh(h/2), we write

ψlogis(h) =
1

4
sech2(h/2) .

3 Maximum Likelihood Estimation and Optimum Plans
Let yij , i = 1, 2, j = 1, . . . , ni, be the logarithm of the observed life time of test unit j
under stress level i, where n1 denotes the number of units failed at the low stress X1 and
n2 is the number of units failed at the high stress X2. The pdf (4) can be written in terms
of the hyperbolic secant as

g(y) =





1

4σ
sech2

(
y−µ1

2σ

)
, −∞ < y ≤ log(τ)

ey

4σ(ey−τ +τeµ2−µ1)
sech2

(
log(ey−τ +τeµ2−µ1)−µ2

2σ

)
, log(τ) < y < ∞ .
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The likelihood function is

L(β0, β1|y, σ) =
2∏

i=1

ni∏
j=1

ηij(yij)ψlogis(φij) , (5)

where φij = (log(ξij) − µi)/σ, ηij(yij) = eyij/σξij , and ξij = eyij − (i − 1)δ. The
log-likelihood function is given by

log(L(β0, β1|y, σ)) = C +
2∑

i=1

ni∑
j=1

(π(yij, β0, β1)−$(yij, β1)) , (6)

where C =
∑2

i=1

∑ni

j=1 yij − (n1 + n2) log(4σ), π(yij, β0, β1) = 2 log(sech(φij/2)), and
$(yij, β1) = log(ξij).

The maximum likelihood estimates β̂0 and β̂1 for the model parameters β0 and β1 are
obtained by solving the partial derivatives of the log-likelihood function

∂

∂β0

log(L(β0, β1|y, σ)) =
1

σ

2∑
i=1

ni∑
j=1

ϑij , (7)

∂

∂β1

log(L(β0, β1|y, σ)) =
1

σ

(
2∑

i=1

ni∑
j=1

Xiϑij−(X2−X1)(τ−δ)

n2∑
j=1

ϑ2j+σ

ξ2j

)
, (8)

where ϑij = tanh(φij/2).
The Fisher information matrix F is obtained by taking the negative expected value of

the second partial and mixed partial derivatives of the log-likelihood function with respect
to β0 and β1. Let

∇ =
τ 2/σ

3

3eµ1/σ + τ 1/σ

(eµ1/σ + τ 1/σ)3
, θ = eµ2−µ1 ,

ξ = ey − τ(1− θ) , φ =
log(ξ)− µ2

σ
, ∆ = eysech4(φ/2) ,

ω = σ2(1 + cosh(φ)) + σ sinh(φ) ,

then the Fisher information matrix is

F =
n

8σ2

[
F11 F12

F21 F22

]

where

F11 =
1

3
,

F12 = X1

(
8σ∇+ θτ

∫

<2

∆

ξ2
dy

)
+ X2

(∫

<2

(ey − τ)∆

ξ2
dy

)
,

F22 = X2
1

(
8σ∇+θτ

∫

<2

τθ + (ey−τ)ω

ξ3
∆dy

)
−X1X22θτ

(∫

<2

(ey−τ)(ω−1)

ξ3
∆dy

)

+X2
2

(∫

<2

(ey − τ)(ey − τ + τθω)

ξ3
∆dy

)
.
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An optimum test plan can be determined by minimizing, with respect to the change time
τ , the asymptotic variance of the maximum likelihood estimator of the model parameters
at the design stress X0. So, we will use numerical search methods to find the value of
τ ∗ that minimizes (1 X0)F

−1(1 X0)
t. Tables of optimum times τ ∗ of changing stress

levels for different values of X1, X2, µ1, and σ are provided in the next section.

4 Tables of Optimum Times of Changing Stress Levels
Optimum times τ ∗ of changing stress levels are presented in Tables 1 to 4 for X1 =
0.1, 0.3, 0.5, 0.7, 0.9, X2 = 0.2, 0.4, 0.6, 0.8, 1, µ1 = 1, 2, 3, and σ = 1, 1.5, 2, 2.5. From
these tables we can conclude that

1. given X1, X2, and µ1, the optimum time τ ∗ increases as σ increases;

2. given X1, X2, and σ, the optimum time τ ∗ increases as µ1 increases;

3. given X1, µ1, and σ, the optimum time τ ∗ increases as X2 increases;

4. given X2, µ1, and σ, the optimum time τ ∗ decreases as X1 increases.

There are still some possibilities of future work. We may use more than two stress levels,
for example a three step stress model and obtain the optimum times of changing stress lev-
els. We may allow type I or type II censored data. Also, we may obtain different types of
interval estimation, for example large sample confidence intervals, bootstrap confidence
intervals and compare them in terms of their lengths and coverage probabilities. It will
be also interesting to evaluate the gain in efficiency in testing and precision in parameter
estimation in using censoring and additional stresses.

Table 1: Optimum times of changing stress when σ = 1.0.

X2

X1 µ1 0.2 0.4 0.6 0.8 1.0
1 3.3 6.0 8.2 10.0 11.6

0.1 2 8.8 16.3 22.2 27.2 31.5
3 24.0 44.2 60.3 73.8 85.7
1 2.2 3.3 4.2 5.2

0.3 2 5.9 8.8 11.5 14.0
3 16.0 24.0 31.4 38.1
1 1.9 2.6 3.3

0.5 2 5.3 7.1 8.8
3 14.3 19.3 24.0
1 1.8 2.3

0.7 2 5.0 6.3
3 13.6 17.2
1 1.8

0.9 2 4.9
3 13.2
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Table 2: Optimum times of changing stress when σ = 1.5.

X2

X1 µ1 0.2 0.4 0.6 0.8 1.0
1 4.6 11.5 18.1 24.4 30.3

0.1 2 12.6 31.3 49.3 66.3 82.5
3 34.3 85.2 134.0 180.2 224.2
1 2.5 4.6 6.9 9.2

0.3 2 6.7 12.6 18.9 25.1
3 18.3 34.3 51.3 68.3
1 2.1 3.3 4.6

0.5 2 5.7 9.0 12.6
3 15.4 24.5 34.3
1 1.9 2.8

0.7 2 5.2 7.5
3 14.2 20.5
1 1.8

0.9 2 5.0
3 13.6

Table 3: Optimum times of changing stress when σ = 2.0.

X2

X1 µ1 0.2 0.4 0.6 0.8 1.0
1 6.9 23.0 41.6 61.4 81.9

0.1 2 18.7 62.4 113.2 167.0 222.6
3 50.8 169.7 307.7 454.0 605.2
1 2.9 6.9 11.8 17.2

0.3 2 8.0 18.7 31.9 46.7
3 21.7 50.8 86.8 127.0
1 2.3 4.4 6.9

0.5 2 6.3 11.9 18.7
3 17.1 32.2 50.8
1 2.1 3.4

0.7 2 5.6 9.3
3 15.3 25.2
1 1.9

0.9 2 5.3
3 14.3
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Table 4: Optimum times of changing stress when σ = 2.5.

X2

X1 µ1 0.2 0.4 0.6 0.8 1.0
1 10.4 46.6 97.4 157.6 224.9

0.1 2 28.2 126.7 264.7 428.3 611.4
3 76.6 344.5 719.4 1164.3 1662.0
1 3.5 10.4 20.3 32.5

0.3 2 9.6 28.2 55.1 88.4
3 26.0 76.6 149.8 240.3
1 2.6 5.8 10.4

0.5 2 7.1 15.9 28.2
3 19.2 43.1 76.6
1 2.2 4.3

0.7 2 6.1 11.6
3 16.6 31.6
1 2.1

0.9 2 5.6
3 15.3
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