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Abstract: This paper presents exponential ratio and product estimators for
estimating finite population mean using auxiliary information in double sam-
pling and analyzes their properties. These estimators are compared for their
precision with simple mean per unit, usual double sampling ratio and product
estimators. An empirical study is also carried out to judge the merits of the
suggested estimators.

Zusammenfassung:Diese Arbeit pasentiert exponentielle Veitinis- und
Produktschtzer zur Schtzung des Mittels einer endlichen Population unter
Verwendung zutzlicher Information bedouble samplingund analysiert
deren Eigenschaften. Diese @trer werden auf ihre Bezision mit dem ein-
fachen Mittel und den gedhnlichendouble sampling/erhaltnis- und Pro-
duktsclatzern verglichen. Eine empirische Studie wurde auch durghgef
um die Vorteile der vorgeschlagenen &tder zu piifen.
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1 Introduction

It is well known that the use of an auxiliary variable at the estimation stage improves

the precision of an estimate of the population mean of a char&cterder study. Out of

many ratio, product and regression methods of estimation are good examples in this con-
text. When the correlation between study variabland auxiliary variableX is positive

high, the classical ratio estimator is considered to be the most practicable. The product
estimator of Robson (1957), which is rediscovered by Murthy (1964), is employed quite
effectively in the case of high negative correlation between study varfabled auxiliary
variable X. Further if the relation betweeri and X is a straight line passing through

the neighborhood of the origin and the varianceYofbout this line is proportional to
auxiliary variableX, the ratio estimator is as good as regression estimator.

However, in many situations of practical importance the regression line does not pass
through the neighborhood of the origin. In these situations, ratio estimator does not per-
form equally well as that of regression estimator. This led various authors including Singh
(1965), Gupta (1970, 1978), Sahai (1979), Srivastava (1967, 1970, 1971, 1980, 1981),
Reddy (1973, 1974), Walsh (1970), Bandyopadhyay (1980), Srivenkataramana (1980),
and Upadhyaya and Singh (1999) to suggest modified ratio estimators in order to provide
better alternatives.

Let in a finite populatiorV = {U,...,Uy} of size N the value of the variables on
theith unitU;, i = 1,..., N, be(y;, z;). LetY = ¥V y;/NandX = XN 2;/N be
the population means of the study variabland the auxiliary variable, respectively.
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For estimating the population meanof y a simple random sample of sizeis drawn
without replacement from the populatiéh Lety = >, y;/n andz = Y7, z;/n be
the unbiased estimators of population me&nand X, respectively. Then the classical
ratio estimator is defined by

Jr = g{ : if z#0
T
and the product estimator is given by
T
yp = y? 9

where X, the population mean of the auxiliary variablés known. With known popula-
tion meanX, Bahl and Tuteja (1991) suggested the exponential ratio-type estimator

. X
YRe:geXp <X—|—ZE>

Kl

and the exponential product-type estimator

. P X
YPe:geXp (m )

T+ X
for the population meatr.

If the population meanX of the auxiliary variabler is not known before start of
the survey, then it may be more efficient to do the sampling in two-phase (or double
sampling). It is a powerful and cost effective (economical) procedure and hence has
eminent role to play in survey sampling, see Hidiroglou and Sarndal (1998); Hidiroglou
(2001). It is usually employed when the number of units required to give the desired
precision on different items is widely different. This procedure is also useful when it
Is proposed to use the information gathered in the first phase as auxiliary information
in order to increase the precision of the information to be gathered in the second phase.
Thus, in a survey to estimate the production of lime crop based on orchards as sampling
units, a comparatively larger sample is taken to determine the acreage under the crop
while the yield rate is determined from only a sub-sample of the orchards selected for
determining acreage, see Sukhatme (1962). As another example, suppose it is considered
desirable to select a sample of agricultural holdings with probability proportionate to area,
but information on area is not available. We may then decide to take an initial random
sample of holdings and collect information on their areas (say, by asking the holders)
and then take a sub-sample of holding with probability proportionate to area and collect
information on the characters under study from this sub-sample, see Raj (1968). Double
sampling is also used if the value of auxiliary variables obtained by performing a
non destructive experiment where as to obtain the value of study vagatfl@ unit a
destructive experiment has to be performed, see Unnikrishan and Kunte (1995, p.104).
Neyman (1938) was the first to formulate double sampling (or two-phase sampling) in
connection with collecting information on the strata sizes in a stratified sampling.

The objective of this paper is to propose double sampling versions of Bahl and Tuteja
(1991) estimators and study their properties. Throughout the paper simple random sam-
pling without replacementSRSWORscheme has been considered. An empirical study
is carried out to demonstrate the performance of the suggested estimators over others.
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2 Proposed Ratio and Product Estimators

When the population meaki of the auxiliary variable: is unknown, a first-phase sample
of sizen’ is drawn from the population on which only the auxiliary variabls observed.
Then a second phase sample of size drawn on which both study variableand aux-
iliary variablex are observed. Lef = > , y;/n andz = > | z;/n denote the sample
means of variableg andx, respectively, obtained from the second sample of siaed

7' =" x;/n’ those obtained from the first sample of sizeThen the double sampling
version of the ratigjz, and productp, estimators of population meanare given by

q| &

_ _T _ _
YRd = yg and Yrd =Y

It is to be mentioned that the estimaipy, is due to Sukhatme (1962).
In double (or two-phase) sampling, we suggest the following modified exponential
ratio and product estimators ff, respectively, as

T -7

2 2 -1
Y pemra = yex and Y perra = Y ex )
ReMd =Y p(x’+> PeMd = Y P<$+x,>

T

It is easily observed thatzy, ypq, }Q/ReMd, and?peMd are biased estimators, but the bias
being of the orden.~!, can be assumed negligible in large samples. It is assumed that the

sample size: is large enough so that the biases of the estimatgssyprq, Y rearq and

Y perra are negligible and the variances of these estimators are obtained up to the terms
of ordern—!, see Srivastava (1970). The following two cases will be discussed:

Case-l when the second phase sample of size a sub-sample of the first-phase sample
of sizen/, and

Case-Il when the second phase sample of sizedrawn independently of the first-phase
sample of size)’, see Bose (1943).

3 Case-l

To oQtain the variance o_f the estimat(ffsgeMd and f/peMd, we writey = 17(1 + ep),
T =X(1+e),andz’ = X(1+ ¢) such that

E(eg) = E(e;) = E(e}) =0
E(eg) = ACy, E(e}) =ACZ, E(e}") =NC2 (1)
E(eper) = M\pC,yCy,  E(ere)) = NC2 | E(epe)) = NpCyCy

where =1/n—1/N,XN =1/n'=1/N,C, = 5,/Y,C, = S,/ X, andp = Sy, /(S,5,)

is the correlation coefficient betwegnandz, S2 = ¥, (y; — YV)?/(N — 1), S2 =
Sili(w — X)?/(N = 1), andSy, = L, (i — V) (@ — X) /(N = 1).
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Now expressingifReMd andf/peMd in terms ofe’s we have
: 3 L L -
YReMd = Y(1+60)6Xp 2(61—61){1+2(€1+61)}
Y Y. L, L, -
YPeMd = Y(1+60) exp —2(61—61){1+2<€1+61>} .

Expanding the right hand sides, multiplying out and neglecting the term's gfreater
than or equal to two, we get
A _ 1 o) — — 1
YReMde[1+60+2<€,1_el):| = YReMd—Y:Y[eo—i—Q(e’l—el)] (2)
2~ _ 1 Fal — — ]_
Ypema =Y {1 +ep— 5(6/1 — 61)} = Ypaa—Y =Y |:€(] — 5(6/1 — 61):| .(3)

Squaring both sides, taking expectations and using (1), we get their variances to the first
degree of approximation as

- _ 1 2
vary (YReMd) =Y’E {60 + 5(6,1 - 61)}
=Y?’E {eg + i(ef — 2¢ie; + e]) + (eoe] — eper)
) = SyI\+ (a/4)\"(a — 4p)] (4)
vary (YpeMd> = S;[)\ + (a/D)N (a + 4p)] (5)

wherevar;(-) stands for the variance Dase-| \* = 1/n—1/n’ = A=\, anda = C,,/C,,.
To the first degree of approximation the varianceggfandyp, are

var;(Yra) = Sj A+ XNa(a —2p)] (6)
Var[(gjpd) = S; [)\ + X"a(a + 2p)] (7)

and the variance of the usual unbiased estimatarder theSRSWORcheme is
var(y) = )\Sj. (8)

3.1 Efficiency Comparison
From (4) and (8) we havear(y) — varl(f/ReMd) = S2(a/4)X*(4p — a), which is positive
if 4p —a > 0,i.e.if

pla>1/4. (9)
From (4) and (6) we havear;(§ira) — varr(Y reara) = S2(a/4)A\*(3a — 4p), which is
greater than zero fa — 4p > 0, i.e. if

p/a < 3/4. (20)

Now combining (9) and (10), we observe that exponential ratio estirrffa;@g]wd IS more
efficient than the usual unbiased estimat@nd the double sampling ratio estimatoy;,
if 1/4 < p/a < 3/4, a condition which is usually met in practice.
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From (2) and (8) we havear(y) — var;(f/peMd) = —S2(a/4)X*(4p + a), which is
positive if4p + a < 0, i.e. if
pla < —1/4. (12)

From (5) and (7) we havear;(pa) — var; (Y peara) = S2(a/4)A\(3a + 4p), which is
positive if3a + 4p > 0, i.e. if
pla>—3/4. (12)

Thus combining (11) and (12), we find thﬁtDeMd Is more efficient thary and yp, if
—3/4 < pla < —1/4.

4 Case-ll

To obtain the variance of the estimatd?sgeMd and f/peMd we write g = Y (1 + eg),
T =X(1+e),andz’ = X (1 + €}) such that

E(eg) = E(e1) = E(e}) =0,
Bleg) = ACy,  Bled) =ACE,  B(el)) = XC7, (13)
E(eger) = M\pC,Cy,  E(ere]) = 0= E(epe]) .

ngaring bothAsides of (2) and (3), taking expectations and using (13), we get the variances
of Y reara andY peasq to the first degree of approximation respectively as

Val"]](?ReMd) = SS [/\ + (a/4){)\(a — 4p) + /\,(IH (14)
VaI']](YpeMd) = S; [/\ + (a/4){)\(a + 4p) + )\/Cl}] (15)

To the first degree of approximation we now have
varrr(Jra) = Sy[M1 + ala — 2p)} + Na] (16)
var(gpa) = SpIM1+ala+2p)} + XNa?]. (17)

From (8) and (14) we getar(y) — varH(f/ReMd) = —S7(a/4)[Xa — 4p) + Na], which
is positive if \(a — 4p) + Na > 0, i.e. if

pla> (L+XN/\) /4. (18)

From (14) and (16) we haver ; (§ra) —varsi (Y geara) = S2(a/4)[N(3a—4p)+3N ],
which is positive ifA(3a — 4p) + 3Xa > 0, i.e. if

pla<3(1+XN/X) /4. (19)

If the population is very large, i.eV — oo, then the above conditions reduce to
p/a> (1+n/n')/4andp/a < 3(1+n/n')/4.
Thus, we see from (18) and (19) that;.,., is more efficient tha andyp, if

(1+N/\) /A< pla<3(1+N/N) /4. (20)
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For largeN this simplifies to(1 +n/n’) /4 < p/a < 3 (1 +n/n') /4.
From (8) and (15) we havear(y) — vary; (Y peara) = —S;(a/4)[Aa + 4p) + Nal,
which is greater than zero M(a + 4p) + Na < 0, i.e. if

pla<—(1+XN/X) /4. (21)

From (15) and (17) we ha\)‘&u'[[<§pd) — V&I‘[[(}Q/PeMd) = CLS; [3&()\ + )\,) + 4p)\]/4,
which is positive if3a(A + X') + 4pA > 0, i.e. if

pla>=3(1+XN/\) /4. (22)

For N — oo, (21) and (22) reduce to/a < —(1 + n/n’)/4 andp/a > —=3(1 + n/n’) /4.
Now combining (21) and (22), we find th&tp, 4 is better thary andyjp, if

—3(L+N/N\) /A< pla<—(1L+N/\) /4.

If the population is large, this reduces+d (1 + n/n’) /4 < p/a < — (1 +n/n’) /4.

Further from (6) and (14) we hawew;(Y geara) — var;; (Y renra) = —(SzaN)(a —
2p)/2, which is greater than zero ([t — 2p) < 0, i.e. if

pla>1/2. (23)

From (7) and (15) we ha\/@r[(?pe]wd) — varfj(?peMd) = —(Sga/\’)(a +2p)/2, which
Is greater than zero i + 2p < 0, i.e. if

pla < —1/2. (24)

Conditions (23) and (24) are usually met in survey situations.

5 Empirical Study

To examine the merits of the suggested estimator we have considered five natural popula-
tion data sets. The description of the population are given below.

Population I: Murthy (1967, p.228)

x: fixed capitaly: output, N = 80, n = 10, n’ = 30,

Y =5182.64, C, = 0.3542, C, = 0.7507, p = 0.9413, p/a = 0.44413.

Population II: Murthy (1967, p.228)
x> number of workersy: output, N = 80, n = 10, n’ = 30,

Y =5182.64, C, = 0.3542, C, = 0.9484, p = 0.9150, p/a = 0.34173.

Population Ill: Das (1988)
x: number of agricultural laborers for 1961, number of agricultural laborers for 1971,
N =278,n=30,n" =70,

Y =39.0680, C, = 1.4451, C,, = 1.6198, p = 0.7213, p/a = 0.64351 .
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Table 1: Percent relative efficiencies with respegj to

Case-l Population

Estimator I ] 1l v \%
YRd 72.36 36.65 130.02 * *
Ypd * * * 04,48 103.35
Yrema ~ 298.63 200.23 147.03 * *
Y penta * * * 12361 111.48
Case-ll Population

Estimator I Il 1] v \%
YRd 38.89 20.09 91.65 * N
Ypd * * *  74.56 86.58
Yrewa 25289 130.02 161.41 * *
?Pe]\ld * * * 12222 112.73

* Data not applicable

Population IV: Steel and Torrie (1960, p.282)
x: chlorine percentage; log of leaf burn in sacsV = 30,n =4, n' = 12,

Y =0.6860, C, =0.4803, C,, =0.7493, p = —0.4996, p/a = —0.46680.

Population V: Dobson (1990, p.47)
x: initial white blood cell county: survival time leukemia patienty = 20, n = 4,
n =8,

C, =0.2017, C, = 0.1502, p = —0.4074, p/a = —0.54709 .

We have computed the percent relative efficiencies 9kq, yprd, ?ReMd, andf/peMd
with respect tg; in Case-landCase-lland the findings are given in Table 1.

6 Conclusion

Table 1 clearly indicates that the ratio and product estimgigr,; andY p.,; are more
efficient thany, yrq, andypy. It is also observed that i@ase-Ithe performances of the
proposed estimators are better thaase-llexcept in population V. Thus, the use of the
suggested estimators should be preferred in practice.
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