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Abstract: Some weighted approximations in probability of self-normalized
and Studentized partial sums processes are reviewed and also described in the
context of studying the problem of change in the mean of random variables in
the domain of attraction of the normal law. This survey of such results con-
stitutes an extended abstract of the talk with the same title that was presented
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1 Introduction
Let X, X1, X2, . . . be non-degenerate i.i.d. r.v.’s. Put

Sn =
n∑

i=1

Xi , Xn = Sn/n , V 2
n =

n∑
i=1

X2
i , n ∈ N ,

and define the classical Student t-statistic

Tn(X) =
(1/n1/2)

∑n
i=1 Xi

((1/(n− 1))
∑n

i=1(Xi −Xn)2)1/2

=
Sn/Vn√

(n− (Sn/Vn)2)/(n− 1)
. (1)

Assuming X
D
= N(µ, σ2), we obtain Student’s ratio (cf. W.S. Gosset ≡ “Student”,

1908)

Tn(X − µ) =
(1/n1/2)

∑n
i=1(Xi − µ)/σ

((1/(n− 1))
∑n

i=1((Xi −Xn)/σ)2)1/2

=

∑n
i=1(Xi − µ)/Vn√

(n− (Sn/Vn)2)/(n− 1)
(2)

a so-called t-random variable with (n− 1) degrees of freedom.
In view of (1), if Tn(X) or Sn/Vn has an asymptotic distribution, then so does the

other, and it is well known that they coincide. Hence, usually and without loss of gener-
ality, the limiting distribution of Sn/Vn is studied in the literature.
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For example, in Logan et al. (1973) conjecture that “Sn/Vn is asymptotically normal
if (and perhaps only if) X is in the domain of attraction of the normal law”. It is the
“only if” part that has remained open until 1997 for the general case of not necessarily
symmetric random variables, when Gine et al. (1997) proved

Theorem A. The following two statements are equivalent:

(i) X is in the domain of attraction of the normal law;

(ii) There exists a finite constant µ such that, as n →∞, Tn(X − µ)
D→ N(0, 1).

Moreover, if either (i) or (ii) holds, then µ = EX .

Gine et al. (1997) also show that, if the self-normalized sums Sn/Vn, n ∈ N, are
stochastically bounded, then they are uniformly sub-Gaussian in the sense that

sup
n∈N

EetSn/Vn ≤ 2ect2 for all t ∈ R and some c < ∞ .

This, in turn, implies a basic requirement in the proof of this result that the moments
of Sn/Vn converge to those of a N(0, 1) r.v. whenever Sn/Vn is asymptotically standard
normal.

For characterizations of Sn/Vn being stochastically bounded, we refer to Gine and
Mason (1998), and Griffin (2002). Moreover, Chistyakov and Götze (2001) have recently
confirmed a second conjecture of Logan et al. (1973) that the Student t–statistic has a
non-trivial limiting distribution if and only if X is in the domain of attraction of a stable
law with some exponent α ∈ [0, 2].

In view of Theorem A, it is natural to ask whether it could possibly be extended to
become a Donsker type functional central limit theorem. In this regard, writing X ∈
DAN for X being in the domain of attraction of the normal law, we restate here Theorem
1 of Csörgő et al. (2001), and Csörgő et al. (2003) à la Theorem A. Consider the sequence
Tn,t of Student processes in t ∈ [0, 1] on D[0, 1] in terms of i.i.d. r.v.’s and notation as in
(1), defined as

{Tn,t(X) , 0 ≤ t ≤ 1} :=





(1/n1/2)
∑[nt]

i=1 Xi(
(1/(n− 1))

∑n
i=1(Xi − X̄n)2

)1/2
, 0 ≤ t ≤ 1





=

{
S[nt]/Vn√

(n− (Sn/Vn)2)/(n− 1)
0 ≤ t ≤ 1

}
. (3)

Clearly, Tn,1(X) = Tn(X), with the latter as in (1).

Theorem 1.1 As n →∞, the following statements are equivalent:

(a) X ∈ DAN and EX = µ;

(b) Tn,t0(X − µ)
D→ N(0, 1), for t0 ∈ (0, 1];

(c) Tn,t(X − µ)
D→ W (t) on (D[0, 1], ρ), where ρ is the sup-norm metric for functions

in D[0, 1], and {W (t), 0 ≤ t ≤ 1} is a standard Wiener process;
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(d) On the probability space of Theorem 1(d) of Csörgő et al. (2001), and Csörgő et al.
(2003) with the there constructed standard Wiener process {W (t), 0 ≤ t < ∞} we
have

sup
0≤t≤1

|Tn,t(X − µ)−W (nt)/
√

n| = oP (1) .

Proof Clearly, (d) implies (c), (c) implies (b) and, on account of Theorem A, the latter
with t0 = 1 implies (a). Hence, one only needs to show that (a) implies (d). For showing
this, we refer to Csörgő et al. (2001), Csörgő et al. (2003).

Remark 1.1 What we mean by saying that (d) implies (c) is the following functional
central limit theorem. On account of (d), as n →∞, we have

h{Tn,·(X − µ)} D→ h{W (·)} (4)

for all h : D → R that are (D,D) measurable and ρ-continuous, or ρ-continuous except
at points forming a set of Wiener measure zero on (D,D), where D denotes the σ-field of
subsets of D generated by the finite-dimensional subsets of D.

For studying the probable error of a change in a mean, we need a weighted approxi-
mation type extension of Theorem 1.1.

Let Q be the class of positive functions q(t) on (0, 1], i.e., infδ≤t≤1 q(t) > 0 for
0 < δ < 1, which are nondecreasing near zero, and let

I(q, c) =

∫ 1

0+

t−1 exp(−cq2(t)/t)dt , 0 < c < ∞ .

The next two lemmas are due to Csörgő et al. (1986).

Lemma A Let {W (t) , 0 ≤ t < ∞} be a standard Wiener process and q(t) ∈ Q. If
I(q, c) < ∞ for some c > 0, then

lim
t↓0

t1/2/q(t) = 0 and lim sup
t↓0

|W (t)|/q(t) < ∞ a.s.

Conversely, if lim supt↓0 |W (t)|/q(t) < ∞ a.s., then I(q, c) < ∞ for some c > 0.

Lemma B Let {W (t) , 0 ≤ t < ∞} be a standard Wiener process and q(t) ∈ Q. Then
I(q, c) < ∞ for any c > 0, if and only if

lim sup
t↓0

|W (t)|/q(t) = 0 a.s.

Now, more generally than in Theorem 1.1, we also have the following weighted ap-
proximations for the sequence of Student processes {Tn,t, 0 ≤ t ≤ 1} of (3) (cf. Theorem
2 of Csörgő et al., 2001),

Theorem 1.2 Assume that EX = µ and X ∈ DAN. Then, on an appropriate proba-
bility space for X, X1, X2, . . ., a standard Wiener process {W (t) , 0 ≤ t < ∞} can be
constructed in such a way that the following statements hold true.
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(a) Let q ∈ Q. Then, as n →∞,

sup
1/n≤t≤1

∣∣∣Tn,t(X − µ)−W (nt)/
√

n
∣∣∣/q(t)

=

{
oP (1) if I(q, c) < ∞ for any c > 0 ,
OP (1) if I(q, c) < ∞ for some c > 0 .

(b) Let q ∈ Q. Then, as n →∞

sup
0<t≤1

|Tn,t(X − µ)−W (nt)/
√

n |/q(t) = OP (1)

if and only if I(q, c) < ∞ for some c > 0.

(c) Let q ∈ Q. Then, as n →∞

sup
0<t≤1

|Tn,t(X − µ)−W (nt)/
√

n |/q(t) = oP (1)

if and only if I(q, c) < ∞ for any c > 0.

The condition that X ∈ DAN is also necessary for establishing part (c) of Theorem
1.2. Indeed, if part (c) of Theorem 1.2 holds, then, as n →∞, we have

sup
0≤t≤1

∣∣∣Tn,t(X − µ)−W (nt)/
√

n| = oP (1) .

Hence Theorem 1.1 via Theorem A implies that EX = µ and X ∈ DAN.
For proof of Theorem 1.2 we refer to Csörgő et al. (2001).

Corollary 1.1 Let EX = µ and X ∈ DAN. Let q ∈ Q, and {W (t) , 0 ≤ t ≤ 1} be a
standard Wiener process. Then we have, as n →∞,

Tn,t(X − µ)/q(t)
D→ W (t)/q(t) on (D[0, 1] , ρ)

if and only if I(q, c) < ∞ for any c > 0, i.e., limt↓0 |W (t)|/q(t) = 0 a.s. (cf. Lemma B).

Finally, we state convergence in distribution results for sup-functionals of weighted
self-normalized partial sums for the optimal class of weight functions which coincides
with the class of functions q ∈ Q satisfying lim supt↓0 |W (t)|/q(t) < ∞ a.s. (see Lemma
A). Consequently, the results that follow are NOT implied by Corollary 1.1 above, i.e.,
they cannot be obtained via classical methods of weak convergence. “Tightness” is NOT
guaranteed by Lemma A!

Definition for use later on: log x = log(max{e, x}).
Corollary 1.2 Let EX = µ and X ∈ DAN. Let q ∈ Q and {W (t) , 0 ≤ t < ∞} be a
standard Wiener process. If, in addition to q ∈ Q, q(t) is nondecreasing on (0, 1], then

sup
0<t≤1

Tn,t(X − µ)/q(t)
D→ sup

0<t≤1
|W (t)|/q(t)
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if and only if I(q, c) < ∞ for some c > 0. In particular, as n →∞, we have

sup
0<t≤1

Tn,t(X − µ)/(t log log(t−1))1/2 D→ sup
0<t≤1

|W (t)|/(t log log(t−1))1/2 .

Remark 1.2 It is interesting and also of interest to note that the class of the weight func-
tions in Corollary 1.2 is bigger than that in Corollary 1.1. Such a phenomenon was first
noticed and proved for weighted empirical and quantile processes by Csörgő et al. (1986)
and then by Csörgő and Horváth (1988) for partial sums on assuming E|X|v < ∞ for
some v > 2. For more details along these lines when only EX2 < ∞ is assumed, we
refer to Szyszkowicz (1991), Szyszkowicz (1996), Szyszkowicz (1997), Csörgő et al.
(1999), Csörgő and Horváth (1993), and to Csörgő and Norvaiša (2004).

2 Change in the Mean in the Domain of Attraction of the
Normal Law

We are to illustrate how self-normalized weighted approximations can be made use of in
change-point analysis when studying the problem of change in the mean of independent
observations.

Let X1, . . . , Xn, n ≥ 1, be non-degenerate independent real-valued r.v.’s with finite
means. Suppose we wish to test the nonparametric “no-change in the mean” null hypoth-
esis

H0 : EX1 = EX2 = · · · = EXn

against the “at most one change in the mean” (AMOC) alternative hypothesis

HA : there is an integer k∗ , 1 ≤ k∗ < n , such that
EX1 = · · · = EXk∗ 6= EXk∗+1 = · · · = EXn .

The hypothesized time k∗ of at most one change in the mean is usually unknown.
Hence, given chronologically ordered independent observables X1, X2, . . . , Xn, n ≥ 1,
in order to test H0 versus HA, from a non-parametric point of view it appears to be
reasonable to compare the sample mean (X1+· · ·+Xk)/k =: Sk/k at any time 1 ≤ k < n
to the sample mean (Xk+1+· · ·+Xn)/(n−k) =: (Sn−Sk)/(n−k) after time 1 ≤ k < n
via functionals in k of the family of the standardized statistics

Vn(k) :=

(
n

k

n

(
1− k

n

))1/2 (
Sk

k
− Sn − Sk

n− k

)

=
1(

k
n

(
1− k

n

))1/2

(
Sk

n1/2
−

(
k

n

)
Sn

n1/2

)
, 1 ≤ k < n . (5)

For instance, one would want to reject H0 in favor of HA for large observed values of

Vn := max
1≤k<n

|Vn(k)| . (6)
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On the other hand, when assuming for example that the independent observables
X1, . . . , Xn, n ≥ 1, are N(µ, σ2) random variables, then we find ourselves modelling
and testing for a parametric shift in the mean AMOC problem. It is, however, easy to
check that, when the variance σ2 is known, then

−2 log Λk =
1

σ2
(Vn(k))2 , (7)

where Λk is the likelihood ratio statistic if the change in the mean occurs at k∗ = k.
Hence, the maximally selected likelihood ratio statistic max1≤k<n(−2 log Λk) will be
large if and only if Vn of (5) is large.

A similar conclusion holds true if the variance σ2 is an unknown but constant nuisance
parameter (cf. Gombay and Horváth, 1994; Gombay and Horváth, 1996a; Gombay and
Horváth, 1996b; and Csörgő and Horváth (1997), Section 1.4, and references therein).
Namely in this case the maximally selected likelihood ratio statistic

max
1≤k<n

(−2 log Λk)

will be large if and only if

V̂n := max
1≤k<n

1

ˆ̂σk

|Vn(k)| (8)

is large, where

ˆ̂σ
2

k :=
1

n

{ ∑

1≤i≤k

(
Xi − Sk

k

)2

+
∑

k<i≤n

(
Xi − Sn − Sk

n− k

)2
}

. (9)

These conclusions, and further examples as well in Csörgő and Horváth (1988) [Sec-
tion 2], and in Csörgő and Horváth (1997) [Section 1.4] that are based on Gombay and
Horváth (1994), Gombay and Horváth (1996a), Gombay and Horváth (1996b) show that
under the null hypothesis H0 a large number of parametric and nonparametric modelling
of AMOC problems result in the same test statistic, namely that of (5), or its variant in
(8). Consequently, if the underlying distribution is not known, the just mentioned test
statistics should continue to work just as well when testing for H0 versus HA as above.
Furthermore, Brodsky and Darkhovsky (1993) argue quite convincingly in their Section
1.2 that detecting changes in the mean (mathematical expectation) of a random sequence
constitutes one basic situation to which other changes in distribution can be conveniently
reduced. Thus Vn and V̂n gain a somewhat focal role in change-point analysis in general
as well. Studying the asymptotic behavior of these statistics is clearly of interest and, as
we will now see, also interesting.

Here we are to deal with testing H0 in the i.i.d. case against the AMOC alternative HA

as before, i.e., we consider testing for

H ′
0 : X1, X2, . . . , Xn being a random sample on X with a finite mean EX = µ

versus HA, via the family of the standardized statistics {Vn(k) 1 ≤ k < n} (cf. (5)). Let
S0 = 0, and for n ≥ 1 define the sequence of tied-down partial sums processes

Zn(t) :=

{
(S[(n+1)t] − [(n + 1)t]Sn/n)/n1/2 , 0 ≤ t < 1 ,
0 , t = 1 .

(10)



M. Csörgő et al. 99

Given H ′
0, and assuming also that σ2 := Var X < ∞, as n → ∞, an application of

Donsker’s theorem yields

1

σ
Zn(t)

D→ W (t)− tW (1) on (D[0, 1], ρ)

D
= B(t) , 0 ≤ t ≤ 1 , (11)

where the mean zero Gaussian process {B(t) , 0 ≤ t ≤ 1} with covariance function

EB(s)B(t) = s ∧ t− st

is called Brownian bridge (or tied-down Brownian motion).
In view of (5), we are interested in exploring further possibilities of weak convergence

for the standardized sequence of stochastic processes
{

1

(t(1− t))1/2
Zn(t) , 0 < t < 1

}
. (12)

An application of Donsker’s theorem immediately yields that, as n →∞, under H ′
0 with

finite positive variance σ2 = Var X we have (cf. (11))

1

σ
Zn(t)/(t(1− t))1/2 D→ B(t)/(t(1− t))1/2 on (D[a, b], ρ) , (13)

where 0 < a < b < 1, t ∈ [a, b] and B(·) is a Brownian bridge.
This however is not a satisfactory solution for testing H ′

0 versus HA even if the vari-
ance σ2 were known. This is due to the arbitrariness of choosing a, b ∈ (0, 1) which, in
turn, may exclude observing possible changes in the mean “near 0” with t ∈ (0, a) and/or
“near n” with t ∈ (b, 1). We note also that,

sup
0<t<1

1

σ
|Zn(t)|/(t(1− t))1/2

and, naturally, also the standardized statistics Vn and V̂n (cf. (6) and (8)) converge in dis-
tribution to ∞ as n →∞ even if the null assumption of no change in the mean were true.
Hence, in order to secure nondegenerate limiting behavior under H ′

0, we seek appropriate
renormalizations.

Let Q∗ be the class of positive functions q∗ : (0, 1) → (0,∞), i.e., infδ≤t≤1−δ q∗(t)
> 0 for all δ ∈ (0, 1/2), which are non-decreasing near 0 and non-increasing near 1. For
q∗ ∈ Q∗, we define the integral (cf. definition of I(q, c) earlier)

I1
0 (q∗, c) :=

∫ 1−

0+

(t(1− t))−1 exp(−cq∗2(t)/(t(1− t)))dt , c > 0 . (14)

With Zn(·) as in (10), define the sequence of partial sums processes

Tn(t) := n1/2Zn(t) =

{
S[(n+1)t] − [(n + 1)t]Sn/n , 0 ≤ t < 1 ,
0 , t = 1 .

(15)
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Theorem 2.1 Let q∗ ∈ Q∗. Assume H ′
0 and that X ∈ DAN. Then, on an appropriate

probability space for X,X1, X2, . . ., a sequence of Brownian bridges {Bn(t) , 0 ≤ t ≤ 1}
can be constructed such that, as n →∞,

sup
0<t<1

∣∣∣∣
1

σ̂[nt+1]

Tn(t)−Bn(t)

∣∣∣∣
/

q∗(t) = oP (1) , (16)

if and only if I1
0 (q∗, c) < ∞ for all c > 0, where

σ̂2
k := nˆ̂σ

2

k =

{ ∑
1≤i≤k(Xi − X̂k)

2 +
∑

k<i≤n(Xi −X∗
k)2 , if 1 ≤ k < n∑

1≤i≤n(Xi − X̂n)2 , if k = n ,
(17)

with
X̂k =

1

k

∑

1≤j≤k

Xj and X∗
k =

1

n− k

∑

k<j≤n

Xj .

Proof We refer to pages 507–509 of Csörgő, Szyszkowicz, and Wang (2004) and note
in passing that, assuming H ′

0 and EX2 < ∞, (16) is established on pages 74 and 75 of
Csörgő and Horváth (1997).

Remark 2.1 We note that when proving Theorem 2.1, we may assume without loss of
generality that EX = 0. Hence, by part (c) of Theorem 1.2, mutatis mutandis, there exist
two independent standard Wiener processes {W (1)(t) , 0 ≤ t < ∞} and {W (2)(t) , 0 ≤
t < ∞} such that, as n →∞,

sup
0<t≤1/2

|S[nt]/Vn −W (1)(nt)/
√

n|/q∗(t) = oP (1) ,

and
sup

1/2≤t≤1

|(Sn − S[nt])/Vn −W (2)(n− nt)/
√

n|/q∗(t) = oP (1) .

These two conclusions constitute the initial steps of the proof of Theorem 2.1 (cf. pages
507–509 of Csörgő et al., 2004).

Remark 2.2 With q∗ ∈ Q∗, the integral condition for having (16) amounts to saying that
the latter statement holds true if and only if (cf. Csörgő et al., 1986 and Lemma B)

lim
t↓0
|B(t)|/q∗(t) = lim

t↑1
|B(t)|/q∗(t) = 0 a.s.

As a direct consequence of Theorem 2.1, we conclude weighted weak convergence in
sup-norm metric as follows.

Corollary 2.1 Let {B(t) , 0 ≤ t ≤ 1} be a Brownian bridge, q∗ ∈ Q∗ and I1
0 (q∗, c) < ∞

for all c > 0. Assume H ′
0. If X ∈ DAN, then as n →∞,

1

σ̂[nt+1]

Tn(t)/q∗(t)
D→ B(t)/q∗(t) on (D[0, 1], ρ) . (18)
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For the notion of weak convergence of (18) à la Remark 1.1, we refer to Remark 3.4
of Csörgő et al. (2004).

Via (18), appropriate functionals converge in distribution. For example, whenever
I1
0 (q∗, c) < ∞ for all c > 0 with q∗ ∈ Q∗, as n →∞, we have

sup
0<t<1

1

σ̂[nt+1]

|Tn(t)|/q∗(t) D→ sup
0<t<1

|B(t)|/q∗(t) . (19)

On the other hand, further work yields the following result (cf. Corollary 5.2 in Csörgő
et al., 2004):

Corollary 2.2 Let {B(t) , 0 ≤ t ≤ 1} be a Brownian bridge, assume H ′
0 and that X ∈

DAN. If, in addition to q∗ ∈ Q∗, q∗(t) is nondecreasing on (0, 1/2] and nonincreasing on
[1/2, 1), and I1

0 (q∗, c) < ∞ for some c > 0, then, as n →∞,

sup
0<t<1

1

σ̂[nt+1]

|Tn(t)|/q∗(t) D→ sup
0<t<1

|B(t)|/q∗(t) (20)

and, in particular, with

q∗1(t) =

{
(t log log(t−1))1/2 , if t ∈ (0, 1/2] ,
((1− t) log log(1− t)−1)1/2 , if t ∈ [1/2, 1) ,

sup
0<t<1

1

σ̂[nt+1]

|Tn(t)|/q∗1(t) D→ sup
0<t<1

|B(t)|/q∗1(t) . (21)

Large values of the statistics on the left hand sides in (2.15), (20) and (21) respectively,
indicate a change in the mean, and hence, based on these corollaries, rejection of H ′

0 can
be quantified accordingly. For tables and further weight functions along these lines we
refer to Orasch and Pouliot (2004).

Remark 2.3 The finiteness of the integral I1
0 (q∗, c) for some c > 0 with q∗ ∈ Q∗ so that

(20) should hold true amounts to saying that the latter statement obtains for such q∗ ∈ Q∗

if and only if (cf. Csörgő et al., 1986 and Lemma A)

lim sup
t↓0

|B(t)|/q∗(t) < ∞ a.s.

and
lim sup

t↑1
|B(t)|/q∗(t) < ∞ a.s.

Thus, even though we no longer have weak convergence as in (18), we still have (20).
In other words, while (18) implies (19), it does not imply (20) in general, nor (21) in
particular. The here presented Theorem 2.1 and Corollaries 2.1, 2.2 constitute first steps
in studying the problem of change in the mean in the domain of attraction of the normal
law with possibly infinite variance.

Remark 2.4 Theorem 2.1 and Corollaries 2.1, 2.2 continue to hold true if σ̂[nt+1] is re-
placed by σ̂n (cf. (8)). In case of EX2 < ∞ in Theorem 2.1 {σ̂2

k/n} is a weakly uniformly
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consistent sequence of estimators for σ2 := Var X . Namely, given H ′
0 and that EX2 < ∞,

as n →∞ we have (cf. Lemma 2.1.1 of Csörgő and Horváth, 1997

max
1≤k≤n

∣∣σ̂2
k/n− σ2

∣∣ = oP (1) . (22)

When testing H ′
0 versus HA in case of a N(µ, σ2) random sample, the Gombay and

Horváth (1994), (1996a, b) based Section 1.4 of Csörgő and Horváth (1997) suggests
the use of the pooled sample sums of squares σ̂2

k in lieu of σ̂2
n (cf. (8)) in general as well,

for the sake of gaining more powerful tests in this regard. Hence is the continued initial
use of σ̂[nt+1] in (16) as well in the general nonparametric context of assuming H ′

0 to-
gether with EX2 < ∞. And hence is also the initial use of σ̂[nt+1] for self-normalization
in Theorem 2.1 and Corollaries 2.1, 2.2 under H ′

0 with X ∈ DAN, even though we no
longer have anything like (22) any more when EX2 = ∞.
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Csörgő, M., Szyszkowicz, B., and Wang, Q. (2001). Donsker’s theorem and weighted
approximations for self-normalized partial sums processes. Technical Report Series
of the Laboratory for Research in Statistics and Probability, Carleton University,
Ottawa, 360.
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Gombay, E., and Horváth, L. (1996b). On the rate of approximations for maximum
likelihood test in chanage-point models. Journal of Multivariate Analysis, 56, 120-
152.

Griffin, P. S. (2002). Tightness of the Student t-statistic. Electronic Communications in
Probability, 7, 181-190.

Logan, B. F., Mallows, C. L., Rice, S. O., and Shepp, L. A. (1973). Limit distributions of
self-normalized sums. The Annals of Probability, 1, 788–809.

Orasch, M., and Pouliot, W. (2004). Tabulating weighted sup-norm functionals used
in change-point analysis. Journal of Statistical Computation and Simulation, 74,
249-276.

“Student”. (1908). The probable error of a mean. Biometrika, 6, 1-25.
Szyszkowicz, B. (1991). Weighted stochastic processes under contiguous alternatives.
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