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Introduction The simulations

Historical facts

Diebold & Mariano revolutionized reporting forecast
comparisons;

Today most editors/referees demand DM or similar tests on
top of every comparative forecast evaluation;

Forecast procedures/models that beat the benchmark only
‘insignificantly’ are regarded as uninteresting: widespread
preference for simple benchmark structures?
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Introduction The simulations

The Diebold-Mariano test

Diebold & Mariano (1995, JBES) considered the test statistic

S =
1
T

∑T
t=1{g(e1t )− g(e2t)}

√

2πf̂d (0)
T

,

with g(ejt), j = 1, 2 denoting the loss from forecast error ejt
evolving from prediction model j .

The null hypothesis tested is H0 : Eg(e1t) = Eg(e2t). Under H0, S
is asymptotically standard normal distributed.
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Conceptual problems with the DM test

Two main conceptual problems:

1 The null hypothesis, first criticized by Chatfield. In
real-world applications, two simple prediction models rarely
achieve the same loss moment, if the DGP is far more
complex;

2 An out-of-sample comparison of g(ejt) already is equivalent to
an information-criterion (IC) evaluation. A test on top of an
IC favors the simpler rival model, may correspond to a
stronger complexity penalty.
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Using the DM test for model selection

The main purpose of the DM test is not model selection. However,
Diebold and Mariano conjecture that

“The ability to formally compare predictive accuracy

afforded by our tests may prove useful as a

model-specification diagnostic, as well as a means to test

both nested and non-nested hypotheses under

nonstandard conditions.”

Later, doubts were raised on the validity of the null distribution for
nested hypotheses.
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Accuracy comparison: an information criterion

Wei (1992) considers evaluating out-of-sample prediction
expanding over (nearly) the whole sample, shows that this
yields a consistent information criterion;

Inoue and Kilian (2006) consider evaluating over a fixed
share of the sample, which yields an efficient information
criterion.

Comparative forecast evaluation is a stronger tool than the
apparently ‘casual manner’ referred to by DM.
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Testing on top of a consistent IC: good news

Proposition

Suppose there exists a consistent information criterion τ1 and an

independent test-consistent significance test τ2 at a given

significance level α2. Then, the joint decision from rejecting H0 if

both criteria prefer the alternative is a consistent model selection

procedure.
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Testing on top of a consistent IC: not so good news

Proposition

Suppose there exists a consistent information criterion τ1 with

implicit significance level α1(T ) at T , and an independent

test-consistent significance test τ2 at significance level α2. Then,

the joint test has critical level α1(T )α2.

In practice, of course, the two decisions will not be independent.
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Testing on top of a consistent IC: bad news

Proposition

Suppose there exists a consistent information criterion τ such that

between two models M1 and M2 the event τ > 0 indicates a

preference for M2, while τ ≤ 0 prefers M1. Assume the user

instead bases her decision on τ > τ0 with τ0 > 0. This decision will

be inconsistent in the sense that, as T → ∞, the probability of

preferring M1 although M2 is true, will not converge to 0.
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A nested design

Experiment I: the concept

Data are generated from ARMA(1,1) models
Xt = φXt−1 + εt − θεt−1, with φ ∈ {0, 0.3, 0.5, 0.7} and
θ ∈ {−0.9,−0.7,−0.5,−0.3, 0, 0.3, 0.5, 0.7, 0.9}. 1000
replications.

An AR(1) and an ARMA(1,1) model are fitted to the data,
out-of-sample predictions are based on each of the two.

The winner over the training sample (later 50% of the data) is
evaluated and predicts the last observation.

This winner prediction is compared to the forecast based on:
ARMA(1,1) if ‘significantly’ (5% ) better than the AR(1)
‘benchmark’, AR(1) otherwise.
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A nested design

ARMA versus AR forecast over the training samples
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A nested design

Results from experiment I: graphical summary
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A nested design

Summary of results from experiment I

For most designs, forecasting performance deteriorates if the
DM test is applied on top of the training-sample evaluation;

Even for cases where the AR model is correctly specified, such
as θ = 0 and canceling roots, there are no benefits from using
the DM test in selecting the prediction model;

The deleterious influence of the DM test shrinks as the sample
size increases.
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A non-nested design

Experiment II: the concept

Data are generated from ARMA(2,2) models.

An AR(2) and an ARMA(1,1) model are fitted to the data,
out-of-sample predictions are based on each of the two.

The winner over the training sample (later 50% of the data) is
evaluated and predicts the last observation.

This winner prediction is compared to the forecast based on:
ARMA(1,1) if ‘significantly’ better than the AR(2)
‘benchmark’, the AR(2) otherwise.
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A non-nested design

ARMA(2,2) parameters
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A non-nested design

Results of the simulation for N = 100

φ1 φ2 θ1 θ2 MSE(ARMA) MSE(AR) MSE(tr) MSE(DM)

0 0.5 0 0 1.254 1.047 0.983 0.981
-0.5 0 0 0 1.054 1.044 0.995 0.995
0 0 0 0 1.053 1.045 0.998 0.994
0.5 0 0 0 1.047 1.047 0.981 0.984
-0.5 -0.5 0 0 1.213 1.045 1.014 1.004
0 -0.5 0 0 1.332 1.045 1.014 1.011
0.5 -0.5 0 0 1.191 1.044 1.020 1.006
-1 -0.75 0 0 1.604 1.045 1.003 0.997
-0.5 -0.75 0 0 1.767 1.045 1.009 1.006
0 -0.75 0 0 2.103 1.045 1.019 1.018
0.5 -0.75 0 0 1.730 1.043 1.026 1.019
1 -0.75 0 0 1.572 1.043 0.996 0.992
0 0.5 0 0.75 2.651 1.442 1.318 1.318

-0.5 0 0 0.75 1.473 1.392 1.284 1.279
0 0 0 0.75 1.528 1.260 1.166 1.166
0.5 0 0 0.75 1.475 1.397 1.293 1.286
-0.5 -0.5 0 0.75 1.260 1.263 1.171 1.176
0 -0.5 0 0.75 1.117 1.093 1.024 1.017
0.5 -0.5 0 0.75 1.257 1.265 1.165 1.167
-1 -0.75 0 0.75 2.023 1.469 1.366 1.366
-0.5 -0.75 0 0.75 1.345 1.262 1.184 1.182
0 -0.75 0 0.75 1.053 1.045 0.998 0.994
0.5 -0.75 0 0.75 1.341 1.265 1.193 1.184
1 -0.75 0 0.75 2.001 1.466 1.325 1.323
0 0.5 0.75 0 1.053 1.050 0.982 0.985

-0.5 0 0.75 0 1.056 1.070 1.012 1.006
0 0 0.75 0 1.050 1.146 1.020 1.063
0.5 0 0.75 0 1.050 1.211 1.017 1.048
-0.5 -0.5 0.75 0 1.536 1.267 1.220 1.211
0 -0.5 0.75 0 1.315 1.333 1.278 1.294
0.5 -0.5 0.75 0 1.311 1.376 1.281 1.264
-1 -0.75 0.75 0 1.823 1.343 1.280 1.270
-0.5 -0.75 0.75 0 2.517 1.422 1.371 1.360
0 -0.75 0.75 0 2.136 1.464 1.475 1.438
0.5 -0.75 0.75 0 2.113 1.486 1.496 1.443
1 -0.75 0.75 0 2.115 1.518 1.441 1.410
0 0.5 0.75 0.75 1.932 1.744 1.657 1.639

-0.5 0 0.75 0.75 1.536 1.350 1.283 1.280
0 0 0.75 0.75 1.356 1.367 1.290 1.294
0.5 0 0.75 0.75 1.448 1.345 1.281 1.275
-0.5 -0.5 0.75 0.75 1.109 1.115 1.066 1.068
0 -0.5 0.75 0.75 1.315 1.219 1.189 1.183
0.5 -0.5 0.75 0.75 1.682 1.370 1.329 1.306
-1 -0.75 0.75 0.75 1.143 1.140 1.051 1.053
-0.5 -0.75 0.75 0.75 1.137 1.105 1.073 1.067
0 -0.75 0.75 0.75 1.657 1.365 1.353 1.324
0.5 -0.75 0.75 0.75 2.413 1.587 1.535 1.520
1 -0.75 0.75 0.75 3.231 1.758 1.636 1.629
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A non-nested design

Results of the simulation for N = 200

φ1 φ2 θ1 θ2 MSE(ARMA) MSE(AR) MSE(tr) MSE(DM)

0 0.5 0 0 1.246 1.024 0.981 0.978
-0.5 0 0 0 1.026 1.024 0.986 0.986
0 0 0 0 1.027 1.024 0.986 0.983
0.5 0 0 0 1.024 1.024 0.984 0.983
-0.5 -0.5 0 0 1.171 1.024 0.985 0.991
0 -0.5 0 0 1.303 1.024 0.995 0.995
0.5 -0.5 0 0 1.164 1.024 0.992 0.991
-1 -0.75 0 0 1.535 1.024 0.990 0.985
-0.5 -0.75 0 0 1.709 1.024 0.993 0.993
0 -0.75 0 0 2.050 1.024 0.994 0.994
0.5 -0.75 0 0 1.683 1.024 0.993 0.993
1 -0.75 0 0 1.530 1.023 0.991 0.993
0 0.5 0 0.75 2.660 1.409 1.344 1.344

-0.5 0 0 0.75 1.450 1.365 1.281 1.278
0 0 0 0.75 1.508 1.227 1.164 1.163
0.5 0 0 0.75 1.453 1.364 1.331 1.332
-0.5 -0.5 0 0.75 1.231 1.234 1.181 1.180
0 -0.5 0 0.75 1.094 1.066 1.011 1.009
0.5 -0.5 0 0.75 1.231 1.235 1.180 1.179
-1 -0.75 0 0.75 1.957 1.437 1.408 1.408
-0.5 -0.75 0 0.75 1.310 1.238 1.173 1.169
0 -0.75 0 0.75 1.027 1.024 0.987 0.982
0.5 -0.75 0 0.75 1.306 1.238 1.197 1.192
1 -0.75 0 0.75 1.955 1.440 1.376 1.370
0 0.5 0.75 0 1.027 1.027 0.987 0.987

-0.5 0 0.75 0 1.028 1.048 0.993 0.999
0 0 0.75 0 1.026 1.122 0.993 1.029
0.5 0 0.75 0 1.026 1.184 0.986 1.040
-0.5 -0.5 0.75 0 1.504 1.236 1.233 1.219
0 -0.5 0.75 0 1.296 1.309 1.266 1.290
0.5 -0.5 0.75 0 1.284 1.353 1.276 1.332
-1 -0.75 0.75 0 1.751 1.310 1.309 1.309
-0.5 -0.75 0.75 0 2.444 1.387 1.362 1.362
0 -0.75 0.75 0 2.113 1.440 1.446 1.447
0.5 -0.75 0.75 0 2.064 1.461 1.496 1.469
1 -0.75 0.75 0 2.064 1.481 1.512 1.484
0 0.5 0.75 0.75 1.918 1.703 1.728 1.730

-0.5 0 0.75 0.75 1.526 1.317 1.299 1.294
0 0 0.75 0.75 1.337 1.341 1.320 1.318
0.5 0 0.75 0.75 1.424 1.322 1.290 1.293
-0.5 -0.5 0.75 0.75 1.091 1.096 1.055 1.056
0 -0.5 0.75 0.75 1.296 1.204 1.179 1.177
0.5 -0.5 0.75 0.75 1.645 1.348 1.351 1.344
-1 -0.75 0.75 0.75 1.114 1.113 1.085 1.079
-0.5 -0.75 0.75 0.75 1.117 1.090 1.059 1.055
0 -0.75 0.75 0.75 1.641 1.355 1.352 1.349
0.5 -0.75 0.75 0.75 2.344 1.567 1.599 1.592
1 -0.75 0.75 0.75 3.140 1.718 1.695 1.695
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A non-nested design

Summary of results from experiment II

For most designs, forecasting performance improves if the DM
test is applied on top of the training-sample evaluation;

The benefits from using the DM test decrease as the sample
size increases;

Both models have identical parameter dimension. ARMA(1,1)
could be chosen as the benchmark null. Then, the DM test
incurs a deterioration of performance;

The AR(2) model forecasts better due to (a) better
approximation to the DGP and (b) numerically better
estimation. It makes sense to view AR(2) as the benchmark.
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A non-linear design

Experiment III: the concept

Data are generated from a SETAR model.

AR(p) and ARMA(q, q) models are fitted to the data, with p

and q determined by AIC. Out-of-sample predictions are based
on each of the two.

The winner over the training sample (25% and 50% of the
data) is evaluated and predicts the last observation.

This winner prediction is compared to the forecast based on:
ARMA(q, q) if ‘significantly’ better than the AR(p)
‘benchmark’, the AR(p) otherwise.
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A non-linear design

The SETAR model used as the DGP

A SETAR model has been suggested by Tiao and Tsay (1994)
for the growth rate of U.S. GNP:

yt =















−0.015 − 1.076yt−1 + ε1,t , yt−1 ≤ yt−2 ≤ 0,
−0.006 + 0.630yt−1 − 0.756yt−2 + ε2,t , yt−1 > yt−2, yt−2 ≤ 0,
0.006 + 0.438yt−1 + ε3,t , yt−1 ≤ yt−2, yt−2 > 0,
0.004 + 0.443yt−1 + ε4,t , yt−1 > yt−2 > 0.

Standard deviations of errors are σ1 = 0.0062, σ2 = 0.0132,
σ3 = 0.0094, and σ4 = 0.0082.
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A non-linear design

Results of the simulations for experiment III

MSE×10−4 frequency ≻
N = 100 N = 200 N = 100 N = 200

AR 1.115 1.037 0.518 0.479
ARMA 1.133 1.044 0.482 0.521

50% training
lower MSE 1.113 1.041 0.123 0.118
DM–based 1.112 1.038 0.122 0.106
25% training
lower MSE 1.106 1.042 0.144 0.144
DM–based 1.114 1.035 0.127 0.137

Note: ‘frequency ≻’ gives the empirical frequency of the model
yielding the better prediction for the observation at t = N.
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A non-linear design

Summary of results from experiment III

Performance across replications is quite heterogeneous due to
the highly nonlinear DGP;

It appears that DM testing benefits the MSE ranking that
may not be a good criterion here;

By contrast, pure training-sample evaluation appears to be
preferable with regard to the probability of achieving the
better prediction.
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A pseudo-realistic design

Experiment IV: the concept

Data are generated as a component from a trivariate VAR
model. The VAR is tuned to U.K. macroeconomic data;

AR(p) and ARMA(q, q) models are fitted to the data, with p

and q determined by AIC. Out-of-sample predictions are based
on each of the two;

The winner over the training sample (50% of the data) is
evaluated and predicts the last observation;

This winner prediction is compared to the forecast based on:
ARMA(q, q) if ‘significantly’ better than the AR(p)
‘benchmark’, the AR(p) otherwise.
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A pseudo-realistic design

Experiment IV: some details
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A VAR(2) is fitted to a system that comprises U.K. GDP growth,
an interest rate, and CPI inflation, and the fitted VAR is generated
with Gaussian errors. CPI inflation is forecasted. Its implied
generating model is ARMA(2,2), thus the generating model is
contained in the prediction toolbox.

Mauro Costantini and Robert M. Kunst

On the usefulness of the Diebold-Mariano test in the selection of prediction models: Some Monte Carlo evidence



Introduction The simulations

A pseudo-realistic design

Results of the simulations for experiment IV

MSE frequency ≻
N = 100 N = 200 N = 100 N = 200

AR 0.191 NYA 0.47 NYA
ARMA 0.180 NYA 0.53 NYA

50% training
lower MSE 0.179 NYA 0.28 NYA
DM–based 0.194 NYA 0.25 NYA

Note: ‘frequency ≻’ gives the empirical frequency of the model
yielding the better prediction for the observation at t = N.
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A pseudo-realistic design

Summary of results from experiment IV

Forecasting performance deteriorates if the DM test is applied
on top of the training-sample evaluation;

The pure training-sample selection shows good performance;

Usage of the DM test implies failure to reject the AR
benchmark in 3/4 of the cases for N = 100.
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A pseudo-realistic design

General summary

There are no systematic benefits from ‘double testing’;

Double testing using the DM test may be beneficial if the
benchmark has better prediction properties but this is trivial;

Double testing may give undue support to a simple
benchmark model and lead to ignoring the benefits from using
more sophistication;

Extensions to larger forecasting horizons will be studied.
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A pseudo-realistic design
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A pseudo-realistic design

Thank you for your attention
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