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The goal of supervised classification is to establish rules on the basis of a training sample which
can be used reliably for predicting the group membership of new observations and for evaluating
the performance of these rules. Unfortunately most of the well developed conventional classification
methods are inapplicable or produce poor results when applied to high dimensional data. In such
cases singularity problems arise if the variables are highly correlated or if less observations than
variables are available in one or more groups. This situation which occurs in many areas of modern
research is the normal, generic case rather than an anomalous one - this is the domain of the so
called High Dimension Low Sample Size (HDLSS) statistical analysis (a term coined by Marron [1]).
A possible solution is to precede the discrimination by a dimensionality reduction step like Princi-
pal Component Analysis (PCA) or Partial Least Squares (PLS) and then derive the classification
functions from the scores instead of directly using the original data.

In order to cope with the high vulnerability of the classical estimates to the presence of outliers
we propose to apply robust methods in both steps (dimensionality reduction and discriminations).
It is also advantageous to perform variable selection simultaneously with the dimension reduction,
since usually many of the large number of variables are irrelevant or redundant in the classification
context. With this approach we expect to improve the predictive performance of considered methods.
We will review the available sparse and/or robust methods in the setup of two phase discrimination
and will evaluate them on real and simulated data sets following in part the study carried out by
Pires and Branco in [2]. The methods discussed here are implemented in R and will be available in
the Object-oriented Framework for Multivariate Analysis [3] (package rrcov).
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