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Abstract: Machine learning is a wide open field in today’s statistics. In the classification setting, the goal
is to find a decision or classification rule that assigns an observation to one - and only one - of k groups. If
the decision rule is based on a training set that contains labelled observations, the learning process is called
‘supervised’, otherwise ‘unsupervised’. For supervised learning problems, the performance of classification
rules is most often measured by estimating the misclassification rate, which can be achieved by techniques like
cross validation or bootstrap. It is desirable to minimize not only the training error, but also the misclassification
rate of independent test data.

Linear discriminant analysis assumes that the groups are normally distributed with common covariance matrix
Σ, i.e.

Σ1 = Σ2 = . . . = Σk = Σ

If Σ and Θ := Σ−1 are unknown, they have to be estimated from the data. Especially in the high dimensional
case, where n < p, the classical estimations may become unstable; they can be improved by modern techniques
like regularization, though. Furthermore, classical methods often suffer from the presence of outliers in the data.
Therefore, in many cases ’robustification’ is a must have in the advanced statistical analysis process.

Sparse inverse covariance matrices are estimated following a method proposed by Friedman et al. (2007). Pos-
sible outliers are dealt with by using a subset of the data in a MCD-like manner as suggested by Croux et al.
(2010). A combination of both regularization and robustification of Θ can be achieved by centering the data and
maximazing a penalized log-likelihood function

L(H, (µ,Θ)) = log det(Θ)− 1

h

∑
i∈H

(xi − µ)>Θ(xi − µ)− λ||Θ||1

where H denotes the index subset of the data (|H| = h < n), µ is the location parameter, and λ > 0 is a penalty
parameter, controlling the sparseness of the resulting estimate Θ̂.

Focusing on ’high dimension small sample size problems’, the method is presented, comparisons to standard
methods are given, and results of extensive simulation studies are discussed.
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