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Abstract: Characterizations of a continuous univariate distribution due to
Shakil, Kibria and Singh (2010) (SKS), based on a simple relationship be-
tween two truncated moments is presented. We also point out that some spe-
cial cases of the SKS distribution can be characterized based on the hazard
function.

Zusammenfassung: Charakterisierungen einer stetigen univariate Verteilung
in Shakil, Kibria and Singh (2010) (SKS) werden präsentiert, welche auf
auf einer einfachen Beziehung zwischen zwei gestutzten Momenten beruhen.
Wir machen auch darauf aufmerksam, dass einige Spezialfälle der SKS Vertei-
lung basierend auf die Hazardfunktion charakterisiert werden können.
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1 Introduction

The problem of characterizing a distribution is an important problem which has recently
attracted the attention of many researchers. Thus, various characterizations have been
established in many different directions. The present work deals with the characterizations
of a continuous univariate distribution, due to Shakil, Kibria, and Singh (2010) (SKS),
based on a simple relationship between two truncated moments. The probability density
function (pdf) introduced by SKS is a solution of what is recently called generalized
Pearson differential equation. We would first like to say a few words about the Pearson
system and then take up the concept of the generalized Pearson system and of course the
generalized Pearson differential equation generating this system.

Various systems of distributions have been constructed to provide approximations to
wide variety of distributions (see, e.g., Johnson and Kotz, 1970). These systems are de-
signed with the requirements of ease of computation and feasibility of algebraic manipu-
lation. To meet the requirements, there must be as few parameters as possible in defining
a member of the system. One of these systems is the Pearson system. A continuous
distribution belongs to this system if its pdf f satisfies a differential equation of the form

1

f(x)

df(x)

dx
= − x+ a

bx2 + cx+ d
, (1)

where a, b, c, and d are real parameters such that f is a pdf. The shape of the pdf depends
on the values of these parameters. Pearson (1895) classified the different shapes into a
number of Types I–VII. Many well-known distributions are special cases of Pearson Type
distributions.
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Recently, some researchers have considered a generalization of (1) given by

1

f(x)

df(x)

dx
=

m∑
j=0

ajx
j

n∑
j=0

bjx
j

, (2)

where m,n ∈ N/{0} and the coefficients aj and bj are real parameters. The system
of continuous univariate pdf’s generated by (2) is called a generalized Pearson system,
which includes a vast majority of continuous pdf’s.

Shakil et al. (2010) consider equation (2) when m = 2p, n = p + 1, aj = 0, j =
1, . . . , p− 1, p+1, . . . , 2p− 1; bj = 0 , j = 0, 1, ..., p , bp+1 ̸= 0 and x > 0. The solution
of this special case is the pdf f , given by

f(x) = Cxν−1 exp(−αxp − βx−p) , x > 0, α ≥ 0, β ≥ 0, ν ∈ R, (3)

where α = − a2p
pbp+1

, β =
a0

pbp+1

, ν =
ap + bp+1

bp+1

, bp+1 ̸= 0, p ∈ N/{0}, C is the

normalizing constant and termed as SKS distribution henceforth. Shakil et al. (2010)
classified their newly proposed family into the following three classes:

Class I α > 0, β = 0, ν > 0 and p ∈ N/{0}. For this case the normalizing constant is

C =
pαν/p

Γ(ν/p)
.

Class II α = 0, β > 0, ν < 0 and p ∈ N/{0}. For this case the normalizing constant is
C =

p

βν/pΓ(−ν/p)
.

Class III α > 0, β > 0, ν ∈ R and p ∈ N/{0}. For this case the normalizing constant

is C =
p

2

(
α

β

)ν/2p
1

Kν/p(2
√
αβ)

, where Kν/p(2
√
αβ) denotes the modified Bessel

function of the third kind.

As a motivation, Shakil et al. (2010) provided the statistical applications of their re-
sults to a problem of forestry. They stated that “It is found that our newly proposed
model fits better than gamma, log-normal and inverse Gaussian distributions. Since many
researchers have studied the use of the generalized inverse Gaussian distribution in the
fields of biomedicine, demography, environmental and ecological sciences, finance, life-
time data, reliability theory, traffic data, etc., we hope the findings of the paper will be
useful for practitioners in various fields of theoretical and applied sciences.” For a de-
tailed treatment of these cases and their significance as well as related statistical analysis
we refer the reader to Shakil et al. (2010).

2 Characterization Results
As we mentioned in the last paragraph of Section 1, the SKS distribution may have po-
tential applications in many fields of studies. So, an investigator will be vitally interested
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to know if their model fits the requirements of SKS distribution. To this end, one will
depend on characterizations of SKS distribution which provide conditions under which
the underlying distribution is indeed a SKS distribution. In this section we present the
characterizations of the SKS distribution with pdf (3) in terms of a simple relationship
between two truncated moments. We like to mention here the work of Galambos and
Kotz (1978), Kotz and Shanbhag (1980), Glänzel (1987, 1988, 1990), Glänzel, Telcs, and
Schubert (1984); Glänzel and Win (1994), Glänzel and Hamedani (2001) and Hamedani
(1993, 2002, 2006) in this direction. Our characterization results presented here will em-
ploy an interesting result due to Glänzel (1987), which is stated here (Theorem G below)
for the sake of completeness.

Theorem G Let (Ω,F ,P) be a given probability space and let H = [a, b] be an interval
for some a < b (a = −∞, b = ∞ might as well be allowed). Let X : Ω → H be
a continuous random variable with distribution function F and let g and h be two real
functions defined on H such that

E[g(X)|X ≥ x] = E[h(X)|X ≥ x]λ(x) , x ∈ H ,

is defined with some real function λ. Assume that g, h ∈ C1(H), λ ∈ C2(H) and F is
a twice continuously differentiable and strictly monotone function on the set H . Finally,
assume that the equation hλ = g has no real solution in the interior of H . Then F is
uniquely determined by the functions g, h and λ, particularly

F (x) =

∫ x

a

C

∣∣∣∣ λ′(u)

λ(u)h(u)− g(u)

∣∣∣∣ exp(−s(u)) du ,

where the function s is a solution of the differential equation s′ =
λ′h

λh− g
and C is a

constant to make
∫
H
dF = 1.

Remark 2.1 (a) In Theorem G, the interval H need not be closed. (b) The goal is to have
the function λ as simple as possible. For a detailed discussion on the choice of λ, we refer
the reader to Glänzel and Hamedani (2001) and Hamedani (1993, 2002, 2006).

The goal of this work is to characterize each of the three cases mentioned in the
introduction, by employing Theorem G.

Case I (α > 0, β = 0, ν > 0 and p ∈ N/{0}). The pdf (3) will be of the form

f(x) = C1x
ν−1 exp(−αxp) .

This is a special case of the pdf of the generalized gamma distribution (see Ap-
pendix A for its pdf). The generalized gamma distribution (with p ∈ R+) has been
characterized based on Theorem G in Hamedani (2006, Subsection 2.5). Certain
special cases of the generalized gamma distribution are characterized based on the
hazard function in Hamedani and Ahsanullah (2005, Subsection 2.10).
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Case II (α = 0, β > 0, ν < 0 and p ∈ N/{0}). The pdf (3) will be of the form

f(x) = C2x
ν−1 exp(−βx−p) , x > 0, β > 0, ν < 0, p ∈ N/{0}.

This is a special case of the pdf of the Amoroso distribution (see Appendix A for
its pdf). The Amoroso distribution (with p ∈ R+) has been characterized based
on Theorem G in Hamedani (2011, Subsection 2.1). As explained in Hamedani
(2011), no nontrivial characterizations based on hazard function is possible in this
case.

Case III (α > 0, β > 0, ν ∈ R and p ∈ N/{0}) We have the following characterization
of the SKS distribution.

Proposition 2.2. Let X : Ω → [0,∞) be a continuous random variable and let h(x) =
xp−ν exp(βx−p) for x ∈ (0,∞). The random variable X has pdf (3) if and only if there
exist functions g and λ defined in Theorem G satisfying the differential equation

λ′(x)

λ(x)h(x)− g(x)
= αpxν−1 exp(−βx−p) , x > 0 . (4)

Proof. Let X have pdf (3) and let

g(x) = xp−ν(α− βx−2p) , x > 0

and
λ(x) = α exp(−βx−p) , x > 0 .

Then

(1− F (x)) E[h(X)|X ≥ x] =
C

αp
exp(−αxp) , x > 0 ,

(1− F (x)) E[g(X)|X ≥ x] =
C

p
exp(−αxp − βx−p) , x > 0 ,

and
λ(x)h(x)− g(x) = βx−(p+ν) > 0 for x > 0.

The differential equation (4) clearly holds.
Conversely, if g and λ satisfy the differential equation (4), then

s′(x) =
λ′(x)h(x)

λ(x)h(x)− g(x)
= αpxp−1 , x > 0 ,

and hence
s(x) = αxp , x > 0 .

Now from Theorem G, X has pdf (3).
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Corollary 2.3. Let X : Ω → [0,∞) be a continuous random variable and let h(x) =
xp−ν(α− βx−2p) and g(x) = xp−ν exp(βx−p) for x ∈ (0,∞). The pdf of X is (3) if and
only if the function λ has the form

λ(x) =
1

α
exp(βx−p) , x > 0 .

Remark 2.4. The general solution of the differential equation (4) is

λ(x) = exp(αxp)

[
−
∫

αpxν−1 exp(−αxp − βx−p)g(x) dx+D

]
, x > 0 ,

where D is a constant. One set of appropriate functions is given in Proposition 2.2.
The SKS pdf has unbounded support and one may be interested in a similar distribu-

tion but with bounded support. The following pdf is similar to that of a SKS pdf with
bounded support and is a member of the generalized Pearson system.

f(x) = Cpx−(p+1)(β − αx2p) exp(−αxp − βx−p) , 0 < x <

(
β

α

) 1
2p

, (5)

where α > 0, β > 0, and p ∈ N/{0} are parameters and C = exp{2
√
αβ} is the

normalizing constant.
The distribution function corresponding to the pdf in (5) is

F (x) = C exp(−αxp − βx−p) , 0 < x <

(
β

α

) 1
2p

. (6)

For the special case of α = β, we have

f(x) = αp exp(2α)x−(p+1)(β − αx2p) exp(−α(xp − x−p)) , 0 < x < 1 , (7)

where α > 0 and p ∈ N/{0} are parameters.
It is easy to see that the pdf f given by (5) satisfies (2)

1

f(x)

df(x)

dx
=

β2p− β(p+ 1)xp − 2αβpx2p − α(p− 1)x3p + α2px4p

βxp+1 − αx3p+1
.

Remark 2.5. Characterization results similar to Proposition 2.2 and Corollary 2.3 can be
stated for the pdf in (5) with p ∈ R+ as well.

Appendix A
The pdf of the Amoroso distribution is given by

f(x; a, α, τ, k) =
1

Γ(k)

∣∣∣ τ
α

∣∣∣ (x− a

α

)τk−1

exp

{
−
(
x− a

α

)τ}
,

for x, a, α, τ ∈ R, k > 0, support x ≥ a if α > 0, x ≤ a if α < 0.
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We give below a table (Table 1) displaying four cases based on the signs of α and τ
for the random variable X ∼ Amoroso(a, α, τ, k). Without loss of generality we assume
a = 0.

Table 1

τ > 0 τ < 0

α > 0 X ∼ GG(α, τ, k) 1/X ∼ GG(1/α,−τ, k)

α < 0 −X ∼ GG(−α, τ, k) −1/X ∼ GG(−1/α,−τ, k)

For α > 0 and τ > 0, Amoroso(0, α, τ, k) = GG(α, τ, k), the generalized gamma
distribution. The distributions of −X (when α < 0, τ > 0), 1/X (when α > 0, τ < 0)
and −1/X (when α < 0, τ < 0) are all generalized gamma distributions.
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