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ations. Various aspects of model building are discussed in the light of speci-
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1 Introduction

Fast transformations of the Baltic countries have matured recently into joining the Euro-
pean Union (EU) in May 2004 and the exceptional growth of the Baltic economies. In
Lithuania, particularly, the economic growth has exceeded 6 percents per year since 2001
making it the leader among not only the Baltic countries, but also the whole Europe. Will
this rapid growth of Lithuanian economy continue? How much and in what manner are
the EU funds expected to add to it, as Lithuania is the net receiver of the funds? These
questions are approached in the last section of the paper using the macroeconometric
model developed.

The first part of the paper develops a small conditional Structural Vector Error Cor-
rection Model (SVECM) aimed at explaining the main indicators of macroeconomic fluc-
tuations in Lithuania, based on the statistical theory of cointegration and respecting the
specific features of the Lithuanian economy, e.g., small and very open economy in tran-
sition with the currency board arrangement (CBA). The extensive in- and out-of-sample
adequacy evaluation is applied in order to avoid potential problems related to short data
series as much as possible. The long-run exogeneity testing of the variables, treated in the
conditional SVECM as exogeneous, has been performed.

The findings are that, in 2005, without the EU funding the Lithuanian economy would
be expected to slow down the pace of growth to 4.4 percents per year as measured by an
increase in the Gross Domestic Product (GDP). But the demand side effects of the EU
funds are expected to add to the growth above two percentage points resulting, in total, in
6.6 percent increase in GDP.

The paper is organized as follows: Section 2 discusses the specific features of Lithua-
nian economy, availability of data and their impact on choosing the methodology of mod-
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elling. Section 3 tackles the problem of specifying the conditional SVECM model. Sec-
tion 4 presents the final estimated model and evaluates its stability. Section 5 then de-
scribes the results of forecasting and simulations of the impact of the EU funds on the
Lithuanian economy.

2 Specific Aspects of Building the Lithuanian
Macroeconometric Model

In general, a macro-econometric model is a system of econometric equations and iden-
tities, describing the macroeconomic functioning of a country. However, the structure
and properties of macro-econometric models may vary substantially and the model build-
ing methodology can differ dependent on the aims of modelling, the available data, and
the modelled economy. This section investigates the economic and econometric model-
building alternatives in the case of developing the Lithuanian short-term forecasting model.

2.1 Economic Considerations

Usually the short-term forecasting models are based more on the traditional (Keynesian)
demand side approach. Many models for countries in transition lean on the demand side
even when used for longer-term forecasting or simulations, see e.g. Basdevant and Kaasik
(2003), De Haan et al. (2001), Weyerstrass et al. (2001) for the Estonian, Macedonian, and
Slovenian models, respectively. This is due to several reasons. First, one-sided models are
simpler and the modelling tradition in smaller countries in transition is quite new. Second,
the available data on capital stock of the countries in transition are very poor (e.g. see
Basdevant and Hall, 2002) or missing at all, like in the case of Lithuania. Third, there
are economic reasons for concentrating on the demand side modelling in the countries in
transition.

There is almost a consensus on the conclusion from the growth studies that the ’tradi-
tional’ growth determinants, related to the growth of factor inputs, have not had any signif-
icant influence so far on the growth process in the countries in transition (see Havrylyshyn,
2001,for a survey). In transition economies, the demand-side-driven growth itself can in-
duce the productivity gains in the economy through diminishing allocative inefficiency
and the process of learning by doing. The effect is likely to be even more important, the
more open an economy is, because openness also creates additional impulses for growth
through foreign direct investment induced ”know-how” acquirement and the export in-
duced scale economy effect. Therefore the supply side constraint is looser in economies
in transition and the stress should be put on modelling the demand side.

In Lithuania the demand side modelling has its own specific features, as the Lithuanian
economy is a small open economy with the currency board arrangement. The small size
together with the fixed exchange rate mean that interest rates are linked to the interest rate
of the currency base country through the uncovered interest rate parity; the open and small
economy also implies that foreign prices are exogenous; and the currency board arrange-
ment means that money supply is endogenous - as distinct from many other countries, the
Bank of Lithuania is impotent to conduct any monetary policy. Under these circumstances
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it could be seen that the money market equilibrium follows the goods market equilibrium,
as the money amount adapts to the exogenously given interest rate and a certain activity
level. For modelling it means that, other than in many other countries, there is no need
to build a monetary sector block in the Lithuanian macroeconometric model. In addition,
recalling that the supply constraint is rather non-binding, the total macroeconomic equi-
librium will be basically defined in the market of goods and services. As a consequence,
the principal attention in modelling the Lithuanian economy should be paid to the demand
side, and, as the domestic demand growth of a small economy is usually relatively limited
through the balance of payments constraint (see McCombie and Thirlwall, 1994), export
is the key variable for the long-run demand expansion.

In Lithuania firms are very export oriented, - in manufacturing the exported production
makes up 60 percents of gross output. Because of the sunk costs of entering the foreign
market (see Sutton, 1991) and a very limited absorption capability of the domestic market
firms keep exporting even when export prices are relatively low compared to domestic
prices. The decision sequence of firms is, therefore, to supply the foreign markets first and
then to balance the domestic market through the pricing mechanism, e.g., when exports
increase, the amount of domestically available goods decreases increasing thereby their
price. All this allows us to expect not only the export prices, but also the volume of
exports to be exogenous in Lithuania.

2.2 Econometric Considerations

The key difference from the methodological econometric modelling point of view is
whether modelling leans on the structural or reduced form. In the Cowles commission
approach (see, e.g. Favero, 2001), the modelling starts from the structural form implied
by a certain economic theory, and then the reduced form is only a means to express dis-
tributional characteristics of the process and to analyse the identification problem of the
structural form. In this approach, the underlying assumption is that the economic model
is the correct one, and the only task left then is obtaining estimates, possessing some de-
sirable finite sample or, usually, asymptotic properties. A different viewpoint is taken in
the methodology of London School of Economics or the so called Hendry methodology
that points to the reduced form as a more general structure of a model, which enables
testing the validity of over-identifying restrictions usually implied by the predictions of
economic theory (see Hendry, 2000). In the Hendry approach, therefore, the economic
theory is not taken as the truth, but rather just as a guideline that needs to be carefully
tested, starting from the general reduced form structure - usually a Vector Autoregression
(VAR) model - and, if findings are consistent with the data, restricting the reduced form
to obtain certain more restricted economic structures.

The presented discussion then leads to the following conclusion. Since the economic
theory for the transition economies is rather scarce and predictions quite loose (see Qin,
2000, for a survey), an application of the Hendry approach to construct an empirically
adequate model would seem to be superior over the structural view. This approach is
however data intensive, as it starts from an unrestricted VAR model. During the last
decade of the last century, the systems (including the statistical one) of the countries
in transition have changed dramatically. In Lithuania since 1995 more or less reliable
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and comparable macroeconomic data have been mostly available due to the change in
the national accounting system in 1994. Therefore the main problem for econometric
modelling, even when using quarterly data, is the short data sample. About thirty five
observations are now available and this highly restricts the opportunities for applying the
desired Hendry methodology, because relatively reliable estimates of the parameters of
unrestricted VARs, the VAR lag order being four (for quarterly data this lag order seems
quite reasonable due to seasonality and yearly planning period effects), could be obtained
in the systems of three variables, at best. The lack of data, therefore, pushes the use of the
traditional structural modelling approach, at least as a starting point in splitting a larger
set of variables into smaller subsystems.

3 The Statistical Model and its Specification

Because of the described scarcity of data, the traditional modelling approach is applied
in developing a model for the Lithuanian economy starting from the structural rather than
reduced form. In particular, the conditional SVECM is employed (for reasoning, why
this kind of model should be relevant to the countries in transition, and particularly, to
Lithuania see Rudzkis and Kvedaras, 2004). LetYt denote the vector ofm endogenous
variables andXt be the vector ofk exogenous variables. If all then components of a

vectorZ ′
t = (Y ′

t

...X ′
t) are integrated of order one (∀i Zit ∼ I(1)), and there arer (r < n)

stationary linear transformationsβ′Zt, then a multivariate VARX processYt could be
expressed as the conditional SVECM (see Boswijk, 1995).

Assuming that the same identification restrictions apply to the long run (levels of vari-
ables) and the short run (changes of variables), the standard conditional SVECM reduces
to the following

ΓYt = BXt + ut, ut ∼ I(0), (1)

Γ∆Yt = Aut−l + B∆Xt + A(L)∆Zt + Dt + εt, εt ∼ n.i.d.(0, Vε). (2)

where∆ denotes the first order difference transformation∆Yt = Yt−Yt−1; Γ is a normal-
ized matrix of contemporaneous relationships of endogenous variables; the disequilibrium
error term componentAut−l = ΠY Yt−1 − ΠXXt−1 defines the stationary linear transfor-
mation of cointegrated variables;A(L) =

∑p
l=1 AlL

l is the lag polynomial;L is the lag
operator (LlZt = Zt−l); Dt is a deterministic part of the model consisting of constant,
trend, and dummy variables;εt is a multivariate white noise error term with the diagonal
covariance matrixVε. Given that equation (1) is identified, the conditional SVECM is
identified as well due toΠY = AΓ andΠX = AB. It should be noted that the same struc-
ture of matricesΓ andB instead of their equality in the short and long-term relationships
would suffice for the identification ofΠY andΠX .

In developing the model, the economic specification is defined first by imposing the
respective zero restrictions on (1) and (2). After defining the potential economic rela-
tionships, the statistical testing is performed, whether the theoretical sets of variables in
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levels represent the cointegration relations. Further, the identified cointegration combi-
nations are utilized to form the conditional SVECM, and the dynamic part of the model
consisting of the first changes is formed leaning on the economic specification and, addi-
tionally, on the statistical forward selection procedure. Finally, it is tested for the long-run
exogeneity of the variables assumed to be exogenous in the model.

3.1 Economic Specification of Equations and the Data

Preliminarily, fourteen variables were defined (the notation of the logarithm of a respec-
tive variable, except interest rates that are not transformed, is shown in brackets): GDP
(Y ), GDP deflator (P ), employment (L), exports (X), export price index (T ), import
price index (Z), imports (M ), interest rates (R), labour force (F ), private (C) and pub-
lic (G) expenditure, gross investments (I), gross output (O), and wages (W ). Based on
economic reasoning and the specific features of the Lithuanian economy (the economic
theory background for the presented specifications is presented in Kvedaras (2004), the
initial economic relations were specified that are summarized in Table 1 (the dependent
variables are listed on the left, explanatory variables are provided in the first row, and the
sign indicates the expected character of influence, i.e . ”+” - positive, ”-” - negative).

Table 1: Economic specification of relationships

Economic specification C G I M O P W L F R X Z T
C = f(I, L− F,O, R) - + + - -
G = f(O,R) + -
I = f(G,L− F,O, R, X) +/- + + - - +
M = f(I, O, P − Z,X) + + + + -
O = f(C,G, I, P − Z,X) + + + - + +
P = f(O − L, T, W,Z) - + + + +
L = f(O, P, R, W ) + + - +
W = f(L− F, O − L,P ) + + +/- -

There are five exogenous variables bold faced in the table: labour force (F ), interest
rate (R), exports of goods and services (X), price index of imports (Z), price index of
exports (T ).

As could be seen in Table 1, in all behavioural equations the gross output (O) and the
ratio of the index of full day employed persons (L) to the labour force (F ) variables serve
as proxies of the GDP and unemployment variables. This change allows avoiding non-
linearities that encumber the calculation of the impulse reaction function of the macro-
econometric model, caused by log-linear behavioural equations used together with the
linear GDP or unemployment rate identity. These proxies highly correlate with the aimed
variables, and, in fact, their usage even increases the statistical significance. The impact
on the GDP in the model is obtained then as a sum of the effects on its expenditure
components, i.e.Y = C + G + I + X −M .
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All the model flow variables (exports, GDP, gross investment and gross output, im-
ports, private and public expenditure) are in real terms and are expressed in total as is
provided in the national accounts. GDP deflator, export price as well as import price in-
dices are expressed in litas - as perceived by the Lithuanian producers - and calculated
as the implicit price deflators using the national accounts data. Wages are nominal as
is the short-term interest rate on loans - the nominal interest rate was used in the model
instead of the real one because the later was insignificant and very sensitive to sample
changes. The standard labour force data are used, but, in order to avoid labour hoarding
and labour shedding problems, for employment data the conventional number of workers,
who worked the full day, was utilized instead of the standard employment figures - the
statistical significance of the employed variable was seemingly better too. All the data
were obtained from the STAS database of the Statistics Lithuania.

3.2 Analysis of Integration Order and Cointegration Testing

In order to identify the order of integration of variables the usual ADF test (for its de-
scription and comparison with other testing alternatives see Maddala and Kim, 1998) was
applied to seasonally adjusted separate membersi of the vectorZt.

Testing has revealed that, at the 5 percent significance level, the null hypothesis could
not be rejected that all the variables inZt are integrated of order one (∀i Zit ∼ I(1)).
The hypothesis is strongly rejected that the respective components have two unit roots.
Therefore the cointegration property can be investigated.

Data shortage usually results in a failure to build a reliable VAR model; therefore the
widely applied Johansen test (see Johansen, 1988) is not applicable here. Instead, we
employ the two-step Engle-Granger (EG) approach (see Engle and Granger, 1987). It is
dangerous to apply the EG procedure directly, however, because in small samples (e.g.
near 30 observations) the ordinary least squares (OLS) estimates of the static first-step
cointegration regression might be highly biased due to dynamics in the error term (see
Banerjee et al., 1986), for instance, caused by incorrectly specified lags in cointegrating
relationship. As a consequence, the inference on cointegration might be distorted. To
overcome the problem arising due to incorrectly specified lags in the cointegrating rela-
tionship, we employ the following strategy.

Assume that the cointegration of a variableY1,t ∼ I(1) with the vector of variables

Z∗
t
′ = (Y ∗

t
′...X ′

t) is tested, whereZ∗
t consists of the same components asZt, except that

Y1,t is excluded out ofY ∗
t and the remaining variables might be shifted in time. Then the

first step modified of the EG procedure would be to obtain the OLS estimates in regression

Y1,t = −γ′1Y
∗
t + β′1Xt + d1,t + v1,t, (3)

whereγ′1 andβ′1 are the respective vectors of the parameters including, possibly, the re-
spective elements of matricesΓ andB; d1,t denotes a deterministic part, consisting of a
constant and a trend term. The time shifts (up to four lags) ofY ∗

t (andXt implicitly)
components are based on the minimization of the residual sums of squares in (3). At the
second step, the standard ADF test is used to check for the stationarity of residuals of the
estimated regression (3), using the relevant critical values.
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It should be noted that under the null of no cointegration changing the lag structure
of variables of the first-step regression does not have any influence on the asymptotic
distribution of the parameter estimates. In small samples the modified procedure might
increase the power of the test considerably, however, when the cointegration regression
error dynamics is caused by the incorrectly specified lag structure in the cointegrating
regresion.

The application of the modified EG procedure, in our case, has revealed that, at the
5 percent significance level, the potential cointegrating relationships as specified using
economic reasoning could be treated as cointegrated. The standard EG procedure without
taking into account the relevant lag structure ofZ∗

t gave different results - four times it
did not reject the null of any cointegration at the same significance level.

3.3 Specification of Changes and Model Adequacy Analysis

The next problem after defining the long-run cointegrating relationships is to specify the
part of changes in the conditional SVECM. This task is split into two steps.

First, the preliminary specification of the model is made utilising economic restric-
tions, namely, the related disequilibrium termut−1 is included and the respective contem-
poraneous and lagged changes of endogenous and exogenous variables of the economic
specification are added. It should be noted that the lagged variables in (3) mean that the
cointegrating relationship errorut in (1) is related to the vector of errors in (3) as follows2

vt = ut − (Γ− I)∆∗Yt, (4)

where∆∗Yt = Yt − Y ∗
t . Therefore, in (2) the termvt−1 + (Γ− I)∆∗Yt−1 stemming from

(4) is used straightforwardly instead ofut−1.
As in the second step, using the forward stepwise procedure, the remaining dynamic

termsA(L)∆Zt that are significant at the 5 percent significance level have been selected
from changes of all the remaining contemporaneous and lagged endogenous and exoge-
nous variables. If the forward-stepwise procedure gave only a minor increase in adjusted
R2 or the preliminary specification were more stable and robust to testing, then the pre-
liminary specification would be used further. Otherwise, a revised version of SVECM is
selected.

The model adequacy is tested using the Ljung-Box Q, White, Jarque-Berra, RESET
and CUSUM tests that are fit to test for autocorrelation, heteroscedasticity, and non-
normality of the error term, and for possible nonlinearities and structural breaks, respec-
tively (for description of the tests see, e.g., Johnston and DiNardo, 1997).

It should be also noted that all the insignificant terms are dropped and, in order to
reduce the number of parameters, the hypotheses for some parameters are tested as to
their equality, e.g. whether some short-term and long-term terms cancel out or the effects
of seasonal dummiessqt (q = 1, ..., 4) are equal, wheresqt = 1 in quarterq andsqt = 0
otherwise. If such a hypothesis could not be rejected, the respective variables were joined
in an adequate way.

2vt = diag(Yt)+(Γ− I)Y ∗
t −BXt = diag(Yt)+(Γ− I)Y ∗

t −BXt +ΓYt−ΓYt = ut− (Γ− I)Yt +
(Γ− I)Y ∗

t = ut − (Γ− I)∆∗Yt.
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3.4 Exogeneity Testing

The correct assumptions on strong exogeneity (see Engle et al., 1983) of the a priori
assumed exogenous variables are needed, at least in the long run, in order to get correct
dynamic in- and out-of-sample forecasts (see e.g. Pagan, 1989; Clements and Hendry,
2003). Due to the log-linearity of the model, a good forecasting performance of the
model is needed in order to calculate the reliable impulse response functions, too. All this
requires testing at least for the so-called long-run strong exogeneity, implying that in the
co-integration relationship only the dependent variable adapts to the long-run relationship.

Exogeneity is tested using the standard Johansen (1992) procedure, i.e., the results of
the relevant unrestricted and restricted VECM models are compared, using the likelihood
ratio test. In all cases the statistical analysis does not reject the validity of assumptions on
the long-run exogeneity of exports, interest rates, foreign prices, and labour force.

4 Statistical Identification and Adequacy Testing

The implementation of the methodology, described in section 3, resulted in the specifica-
tion of equations presented below. The final estimation of the model is performed in the
conditional SVECM form. The parameter estimates are based on quarterly 1995:1-2004:2
data. Five out of eight behavioural equations (C, I, O, P, W ) comprise a simultaneous
system and three equations (G,M andL) are recursively defined. To obtain the consis-
tent estimates, the simultaneous equation system is estimated using the two-stage least
squares procedure (the instruments were selected using the statistical forward selection
procedure from the set of all predetermined variables in the four simultaneous equations
investigated) and the recursive part is estimated using OLS.

The t statistic is provided in brackets and under each of the equations the results of
model adequacy testing are presented. Respectively, the adjusted coefficient of determi-
nation, Durbin-Watson statistic, and the actual probability level of the null hypotheses of
uncorrelated (Ljung-BoxQ4), homoscedastic (White), and a normally distributed (Jarque-
Bera) error term, as well linearity of the model (RESET2) are presented. In addition, the
null of parameter stability have been tested and could not be rejected at the 5 percent sig-
nificance level, using the CUSUM test. The co-integration error term, as specified in the
co-integration analysis phase, is provided in square brackets.

• ∆Ct = 2.94− 0.88[Ct−1 − 0.54Ot−4 − 0.01t]− 0.35∆Rt + 0.18∆Ot−1 + eC
t .

(2.77)(-11.45) (7.27) (7.43) (-2.08) (3.21)

R2 = 0.9025, DW = 2.08, p(Q4) = 0.95, p(White) = 0.54, p(JB) = 0.83, p(RESET2) = 0.71.

• ∆Gt = −0.99[Gt−1 − 0.82Ot−3 + 1.19Rt−2 + 0.01t] + 0.64∆Ot − 0.10s3t + 0.22s4t + eG
t .

(-6.47) (6.53) (-4.07) (-4.7) (3.27) (-2.63) (9.07)

R2 = 0.923, DW = 1.98, p(Q4) = 0.77, p(White) = 0.91, p(JB) = 0.71, p(RESET2) = 0.53.

• ∆It = −0.7[It−1−0.91Xt−3+0.01t]−1.38∆Rt−1+2.16∆Ot+1.45(∆(L−F )t+∆(L−F )t−4)+0.49s4t+eI
t .

(-9.2) (9.14) (-3.48) (-2.53) (12.26) (4.99) (9.85)

R2 = 0.9449, DW = 2.21, p(Q4) = 0.053, p(White) = 0.14, p(JB) = 0.57, p(RESET2) = 0.11.

• ∆Mt = −0.65[Mt−1 − 0.87Xt − 0.14It − 0.21(P − Z)t−1] + 0.12(s2t + s4t) + eM
t .

(-10.92) (7.98) (3.37) (3.53) (10.18)
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R2 = 0.9278, DW = 1.75, p(Q4) = 0.0.53, p(White) = 0.24, p(JB) = 0.68, p(RESET2) = 0.67.

• ∆Ot = 0.92− 0.53[Ot−1 − 0.3Xt−3 − 0.62Ct − 0.41(Z − P )t−1] + 0.19∆Xt + 0.11∆It + 0.09s3t + eO
t .

(2.18)(-4.43) (3.98) (2.68) (2.27) (2.73) (4.42) (8.04)

R2 = 0.9602, DW = 2.4, p(Q4) = 0.55, p(White) = 0.53, p(JB) = 0.82, p(RESET2) = 0.56.

• ∆Pt = −0.91−0.48[Pt−1−0.58Tt−0.28Wt−1]−0.37∆Pt−1 +0.28∆Pt−4 +0.26∆Wt−0.02(s3t +s4t)+eP
t .

(-4.08)(-6.76) (5.05) (4.19) (-5.78) (4.71) (4.21) (-5.73)

R2 = 0.9732, DW = 2.16, p(Q4) = 0.35, p(White) = 0.76, p(JB) = 0.79, p(RESET2) = 0.77.

• ∆Lt = −0.34[Lt−1 − 0.44(P −W )t−9 − 0.98Ot−2 − 1.46Rt]− 0.04s1t + 0.03s3t + eL
t .

(-6.66) (5.91) (7.34) (3.26) (-4.91) (3.44)

R2 = 0.6676, DW = 2.32, p(Q4) = 0.43, p(White) = 0.35, p(JB) = 0.24, p(RESET2) = 0.1.

• ∆Wt = 1.87− 0.31[Wt−1 − 1.13Pt − 0.48(O − L)t − 0.95(L− F )t] + 0.05(s2t + s4t) + eW
t .

(8.24)(-8.55) (4.86) (5.54) (3.87) (8.31)

R2 = 0.8567, DW = 1.7, p(Q4) = 0.53, p(White) = 0.53, p(JB) = 0.52, p(RESET2) = 0.36

When the standard critical values are applied, all parameters are significant at the 5
percent significance level and there are no significant model adequacy problems. The
out-of-sample forecasting performance is evaluated by estimating the model, using the
1995:1-2002:4 data and forecasting the dynamics of endogenous variables in quarters
2003:1-2004:2, based on the actual data of exogenous variables. It should be noted that
all the coefficients remained significant when estimated using the 1995:1-2002:4 period
data. This means that the same model structure would be not rejected when building the
model, based on this sample. The diagrams presented below plot the changes of the actual
and multi-step forecasted endogenous variables.

It could be seen that the out-of-sample conditional forecasts track the changes of vari-
ables quite well. It should be stressed, however, that the model forecasted somewhat lower
levels of consumption and, respectively, of gross output and the GDP. The higher levels of
employment and wages were forecasted though. The likely cause of such misalignment
might be due to the effects of unofficial economy and increasing borrowing that the model
is not able to capture.

It should be noted in addition, that the residuals of the developed structural model are
contemporaneously uncorrelated - at the 5 percent significance level the null hypothesis
of correlated errors was rejected; therefore for the impulse response analysis there is no
need to impose any additional identification restrictions.

5 Application of the Model

Based on time series models and expert information, the forecasts of exogenous variables
have been developed. Using these results, the conditional forecasts of the model have
been obtained for the period 2004:3-2005:4. The forecasted growth rates of the main
variables in 2005 are presented in Table 2.

The left part of the table presents the conditional forecasts when the impact of the EU
funds is not accounted for. As could be seen, the growth rate of the Lithuanian economy
is estimated to slow down to 4.4 percents, and this would happen mainly due to the fall in
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Figure 1: Forecasted (baseline) and actual values of the endogenous variables (first dif-
ferences)

investments that were booming in the previous years because of increased construction ac-
tivities and borrowing. However, recently the top of the investment cycle has been passed
and they could really go down, at least, the interest rate sensitive part would drop as the
short-term and long-term interest rates are expected to increase by about two percentage
points in year 2005.

Taking into account the impact of the EU funds (see the middle term of Table 2)
gives a different picture however. In 2005, the budgetary and related inflow from the EU
are expected to reach 2.676 billions of Litas and the contribution of Lithuania to the EU
budget will be about 0.766 billions of Litas meaning that the net primary impulse of the
EU funds will amount to 1.910 billions of Litas. These additional funds will definitely
have an impact on the Lithuanian economy. By analogy with Directorate (2001) that has
made an assumption that 80 percents of the net funds will take the form of investments and
20 percents will go to consumption, we simulate the potential impact of the EU funds. As
could be seen from the second part of Table 2, the EU funds are expected to foster the real
GDP growth by 2.2 percentage points compared to the former scenario and the increase
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Table 2: Forecasted yearly growth rates in 2005 without and with the impact of the EU
funds

Variables without with the
the impact the impact difference

Real GDP 4.4 6.6 2.2
Private consumption expenditure 9.9 10.4 0.5
Government expenditure 5.8 8.2 2.4
Gross investments -2.8 7.8 10.6
Imports 4.8 6.5 1.7
Gross output 7.2 8.1 0.9
Nominal GDP 7.6 10 2.4
Employment 3.9 4.2 0.3
Wages 8.3 8.7 0.4
GDP deflator 3.2 3.4 0.2

in the real GDP is mainly due to stimulated investments.
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